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1. “Resolved” before a colon reflects a legislative forum

Army Officer School ‘04


(5-12, “# 12, Punctuation – The Colon and Semicolon”, http://usawocc.army.mil/IMI/wg12.htm)

The colon introduces the following: a.  A list, but only after "as follows," "the following," or a noun for which the list is an appositive: Each scout will carry the following: (colon) meals for three days, a survival knife, and his sleeping bag. The company had four new officers: (colon) Bill Smith, Frank Tucker, Peter Fillmore, and Oliver Lewis. b.  A long quotation (one or more paragraphs): In The Killer Angels Michael Shaara wrote: (colon) You may find it a different story from the one you learned in school. There have been many versions of that battle [Gettysburg] and that war [the Civil War]. (The quote continues for two more paragraphs.) c.  A formal quotation or question: The President declared: (colon) "The only thing we have to fear is fear itself."  The question is: (colon) what can we do about it? d.  A second independent clause which explains the first: Potter's motive is clear: (colon) he wants the assignment. e.  After the introduction of a business letter: Dear Sirs: (colon) Dear Madam: (colon) f.  The details following an announcement For sale: (colon) large lakeside cabin with dock g.  A formal resolution, after the word "resolved:"
Resolved: (colon) That this council petition the mayor.
2. “USFG should” means the debate is solely about a policy established by governmental means

Ericson ‘03

(Jon M., Dean Emeritus of the College of Liberal Arts – California Polytechnic U., et al., The Debater’s Guide, Third Edition, p. 4)

The Proposition of Policy: Urging Future Action In policy propositions, each topic contains certain key elements, although they have slightly different functions from comparable elements of value-oriented propositions. 1. An agent doing the acting ---“The United States” in “The United States should adopt a policy of free trade.” Like the object of evaluation in a proposition of value, the agent is the subject of the sentence. 2. The verb should—the first part of a verb phrase that urges action. 3. An action verb to follow should in the should-verb combination. For example, should adopt here means to put a program or policy into action though governmental means. 4. A specification of directions or a limitation of the action desired. The phrase free trade, for example, gives direction and limits to the topic, which would, for example, eliminate consideration of increasing tariffs, discussing diplomatic recognition, or discussing interstate commerce. Propositions of policy deal with future action. Nothing has yet occurred. The entire debate is about whether something ought to occur. What you agree to do, then, when you accept the affirmative side in such a debate is to offer sufficient and compelling reasons for an audience to perform the future action that you propose. 

Decisionmaking skills and engagement with the state energy apparatus prevents energy technocracy and actualizes radical politics

Hager, professor of political science – Bryn Mawr College, ‘92

(Carol J., “Democratizing Technology: Citizen & State in West German Energy Politics, 1974-1990” Polity, Vol. 25, No. 1, p. 45-70)

During this phase, the citizen initiative attempted to overcome its defensive posture and implement an alternative politics. The strategy of legal and technical challenge might delay or even prevent plant construction, but it would not by itself accomplish the broader goal on the legitimation dimension, i.e., democratization. Indeed, it worked against broad participation. The activists had to find a viable means of achieving change. Citizens had proved they could contribute to a substantive policy discussion. Now, some activists turned to the parliamentary arena as a possible forum for an energy dialogue. Until now, parliament had been conspicuously absent as a relevant policy maker, but if parliament could be reshaped and activated, citizens would have a forum in which to address the broad questions of policy-making goals and forms. They would also have an institutional lever with which to pry apart the bureaucracy and utility. None of the established political parties could offer an alternative program. Thus, local activists met to discuss forming their own voting list. These discussions provoked internal dissent. Many citizen initiative members objected to the idea of forming a political party. If the problem lay in the role of parliament itself, another political party would not solve it. On the contrary, parliamentary participation was likely to destroy what political innovations the extraparliamentary movement had made. Others argued that a political party would give the movement an institutional platform from which to introduce some of the grassroots democratic political forms the groups had developed. Founding a party as the parliamentary arm of the citizen movement would allow these groups to play an active, critical role in institutionalized politics, participating in the policy debates while retaining their outside perspective. Despite the disagreements, the Alternative List for Democracy and Environmental Protection Berlin (AL) was formed in 1978 and first won seats in the Land parliament with 7.2 percent of the vote in 1981.43 The founders of the AL were encouraged by the success of newly formed local green parties in Lower Saxony and Hamburg,44 whose evolution had been very similar to that of the West Berlin citizen move-ment. Throughout the FRG, unpopular administrative decisions affect-ing local environments, generally in the form of state-sponsored indus-trial projects, prompted the development of the citizen initiative and ecology movements. The groups in turn focused constant attention on state planning "errors," calling into question not only the decisions themselves, but also the conventional forms of political decision making that produced them.45 Disgruntled citizens increasingly aimed their critique at the established political parties, in particular the federal SPD/ FDP coalition, which seemed unable to cope with the economic, social, and political problems of the 1970s. Fanned by publications such as the Club of Rome's report, "The Limits to Growth," the view spread among activists that the crisis phenomena were not merely a passing phase, but indicated instead "a long-term structural crisis, whose cause lies in the industrial-technocratic growth society itself."46 As they broadened their critique to include the political system as a whole, many grassroots groups found the extraparliamentary arena too restrictive. Like many in the West Berlin group, they reasoned that the necessary change would require a degree of political restructuring that could only be accomplished through their direct participation in parliamentary politics. Green/alternative parties and voting lists sprang up nationwide and began to win seats in local assemblies. The West Berlin Alternative List saw itself not as a party, but as the parliamentary arm of the citizen initiative movement. One member explains: "the starting point for alternative electoral participation was simply the notion of achieving a greater audience for [our] own ideas and thus to work in support of the extraparliamentary movements and initia-tives,"47 including non-environmentally oriented groups. The AL wanted to avoid developing structures and functions autonomous from the citizen initiative movement. Members adhered to a list of principles, such as rotation and the imperative mandate, designed to keep parliamentarians attached to the grassroots. Although their insistence on grassroots democracy often resulted in interminable heated discussions, the participants recognized the importance of experimenting with new forms of decision making, of not succumbing to the same hierarchical forms they were challenging. Some argued that the proper role of citizen initiative groups was not to represent the public in government, but to mobilize other citizens to participate directly in politics themselves; self-determination was the aim of their activity.48 Once in parliament, the AL proposed establishment of a temporary parliamentary commission to study energy policy, which for the first time would draw all concerned participants together in a discussion of both short-term choices and long-term goals of energy policy. With help from the SPD faction, which had been forced into the opposition by its defeat in the 1981 elections, two such commissions were created, one in 1982-83 and the other in 1984-85.49 These commissions gave the citizen activists the forum they sought to push for modernization and technical innovation in energy policy. Although it had scaled down the proposed new plant, the utility had produced no plan to upgrade its older, more polluting facilities or to install desulfurization devices. With prodding from the energy commission, Land and utility experts began to formulate such a plan, as did the citizen initiative. By exposing administrative failings in a public setting, and by producing a modernization plan itself, the combined citizen initiative and AL forced bureaucratic authorities to push the utility for improvements. They also forced the authorities to consider different technological solutions to West Berlin's energy and environmental problems. In this way, the activists served as technological innovators. In 1983, the first energy commission submitted a list of recommendations to the Land parliament which reflected the influence of the citizen protest movement. It emphasized goals of demand reduction and efficiency, noted the value of expanded citizen participation and urged authorities to "investigate more closely the positive role citizen participation can play in achieving policy goals."50 The second energy commission was created in 1984 to discuss the possibilities for modernization and shutdown of old plants and use of new, environmentally friendlier and cheaper technologies for electricity and heat generation. Its recommendations strengthened those of the first commission.51 Despite the non-binding nature of the commissions' recommendations, the public discussion of energy policy motivated policy makers to take stronger positions in favor of environmental protection. III. Conclusion The West Berlin energy project eventually cleared all planning hurdles, and construction began in the early 1980s. The new plant now conforms to the increasingly stringent environmental protection requirements of the law. The project was delayed, scaled down from 1200 to 600 MW, moved to a neutral location and, unlike other BEWAG plants, equipped with modern desulfurization devices. That the new plant, which opened in winter 1988-89, is the technologically most advanced and environmen-tally sound of BEWAG's plants is due entirely to the long legal battle with the citizen initiative group, during which nearly every aspect of the original plans was changed. In addition, through the efforts of the Alter-native List (AL) in parliament, the Land government and BEWAG formulated a long sought modernization and environmental protection plan for all of the city's plants. The AL prompted the other parliamentary parties to take pollution control seriously. Throughout the FRG, energy politics evolved in a similar fashion. As Habermas claimed, underlying the objections against particular projects was a reaction against the administrative-economic system in general. One author, for example, describes the emergence of two-dimensional protest against nuclear energy: The resistance against a concrete project became understood simul-taneously as resistance against the entire atomic program. Questions of energy planning, of economic growth, of understanding of democracy entered the picture. . . . Besides concern for human health, for security of conditions for human existence and protec-tion of nature arose critique of what was perceived as undemocratic planning, the "shock" of the delayed public announcement of pro-ject plans and the fear of political decision errors that would aggra-vate the problem.52 This passage supports a West Berliner's statement that the citizen initiative began with a project critique and arrived at Systemkritik.53 I have labeled these two aspects of the problem the public policy and legitima-tion dimensions. In the course of these conflicts, the legitimation dimen-sion emergd as the more important and in many ways the more prob-lematic. Parliamentary Politics In the 1970s, energy politics began to develop in the direction Offe de-scribed, with bureaucrats and protesters avoiding the parliamentary channels through which they should interact. The citizen groups them-selves, however, have to a degree reversed the slide into irrelevance of parliamentary politics. Grassroots groups overcame their defensive posture enough to begin to formulate an alternative politics, based upon concepts such as decision making through mutual understanding rather than technical criteria or bargaining. This new politics required new modes of interaction which the old corporatist or pluralist forms could not provide. Through the formation of green/alternative parties and voting lists and through new parliamentary commissions such as the two described in the case study, some members of grassroots groups attempted to both operate within the political system and fundamentally change it, to restore the link between bureaucracy and citizenry. Parliamentary politics was partially revived in the eyes of West German grassroots groups as a legitimate realm of citizen participation, an outcome the theory would not predict. It is not clear, however, that strengthening the parliamentary system would be a desirable outcome for everyone. Many remain skeptical that institutions that operate as part of the "system" can offer the kind of substantive participation that grass-roots groups want. The constant tension between institutionalized politics and grassroots action emerged clearly in the recent internal debate between "fundamentalist" and "realist" wings of the Greens. Fundis wanted to keep a firm footing outside the realm of institutionalized politics. They refused to bargain with the more established parties or to join coalition governments. Realos favored participating in institutionalized politics while pressing their grassroots agenda. Only this way, they claimed, would they have a chance to implement at least some parts of their program. This internal debate, which has never been resolved, can be interpreted in different ways. On one hand, the tension limits the appeal of green and alternative parties to the broader public, as the Greens' poor showing in the December 1990 all-German elections attests. The failure to come to agreement on basic issues can be viewed as a hazard of grass-roots democracy. The Greens, like the West Berlin citizen initiative, are opposed in principle to forcing one faction to give way to another. Disunity thus persists within the group. On the other hand, the tension can be understood not as a failure, but as a kind of success: grassroots politics has not been absorbed into the bureaucratized system; it retains its critical dimension, both in relation to the political system and within the groups themselves. The lively debate stimulated by grassroots groups and parties keeps questions of democracy on the public agenda. Technical Debate In West Berlin, the two-dimensionality of the energy issue forced citizen activists to become both participants in and critics of the policy process. In order to defeat the plant, activists engaged in technical debate. They won several decisions in favor of environmental protection, often proving to be more informed than bureaucratic experts themselves. The case study demonstrates that grassroots groups, far from impeding techno-logical advancement, can actually serve as technological innovators. The activists' role as technical experts, while it helped them achieve some success on the policy dimension, had mixed results on the legitimation dimension. On one hand, it helped them to challenge the legitimacy of technocratic policy making. They turned back the Land government's attempts to displace political problems by formulating them in technical terms.54 By demonstrating the fallibility of the technical arguments, activists forced authorities to acknowledge that energy demand was a political variable, whose value at any one point was as much influenced by the choices of policy makers as by independent technical criteria. Submission to the form and language of technical debate, however, weakened activists' attempts to introduce an alternative, goal-oriented form of decision making into the political system. Those wishing to par-ticipate in energy politics on a long-term basis have had to accede to the language of bureaucratic discussion, if not the legitimacy of bureaucratic authorities. They have helped break down bureaucratic authority but have not yet offered a viable long-term alternative to bureaucracy. In the tension between form and language, goals and procedure, the legitima-tion issue persists. At the very least, however, grassroots action challenges critical theory's notion that technical discussion is inimical to democratic politics.55 Citizen groups have raised the possibility of a dialogue that is both technically sophisticated and democratic. In sum, although the legitimation problems which gave rise to grass-roots protest have not been resolved, citizen action has worked to counter the marginalization of parliamentary politics and the technocratic character of policy debate that Offe and Habermas identify. The West Berlin case suggests that the solutions to current legitimation problems may not require total repudiation of those things previously associated with technocracy.56 In Berlin, the citizen initiative and AL continue to search for new, more legitimate forms of organization consistent with their principles. No permanent Land parliamentary body exists to coordinate and con-solidate energy policy making.57 In the 1989 Land elections, the CDU/ FDP coalition was defeated, and the AL formed a governing coalition with the SPD. In late 1990, however, the AL withdrew from the coali-tion. It remains to be seen whether the AL will remain an effective vehi-cle for grassroots concerns, and whether the citizenry itself, now includ-ing the former East Berliners, will remain active enough to give the AL direction as united Berlin faces the formidable challenges of the 1990s. On the policy dimension, grassroots groups achieved some success. On the legitimation dimension, it is difficult to judge the results of grass-roots activism by normal standards of efficacy or success. Activists have certainly not radically restructured politics. They agree that democracy is desirable, but troublesome questions persist about the degree to which those processes that are now bureaucratically organized can and should be restructured, where grassroots democracy is possible and where bureaucracy is necessary in order to get things done. In other words, grassroots groups have tried to remedy the Weberian problem of the marginalization of politics, but it is not yet clear what the boundaries of the political realm should be. It is, however, the act of calling existing boundaries into question that keeps democracy vital. In raising alternative possibilities and encouraging citizens to take an active, critical role in their own governance, the contribution of grassroots environmental groups has been significant. As Melucci states for new social movements in general, these groups mount a "symbolic" challenge by proposing "a different way of perceiving and naming the world."58 Rochon concurs for the case of the West German peace movement, noting that its effect on the public discussion of secur-ity issues has been tremendous.59 The effects of the legitimation issue in the FRG are evident in increased citizen interest in areas formerly left to technical experts. Citizens have formed nationwide associations of environmental and other grassroots groups as well as alternative and green parties at all levels of government. The level of information within the groups is generally quite high, and their participation, especially in local politics, has raised the awareness and engagement of the general populace noticeably.60 Policy concessions and new legal provisions for citizen participation have not quelled grassroots action. The attempts of the established political parties to coopt "green" issues have also met with limited success. Even green parties themselves have not tapped the full potential of public support for these issues. The persistence of legitima-tion concerns, along with the growth of a culture of informed political activism, will ensure that the search continues for a space for a delibera-tive politics in modern technological society.61
Unbridled affirmation outside the game space makes research impossible and destroys dialogue in debate
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Debate games are often based on pre-designed scenarios that include descriptions of issues to be debated, educational goals, game goals, roles, rules, time frames etc. In this way, debate games differ from textbooks and everyday classroom instruction as debate scenarios allow teachers and students to actively imagine, interact and communicate within a domain-specific game space. However, instead of mystifying debate games as a “magic circle” (Huizinga, 1950), I will try to overcome the epistemological dichotomy between “gaming” and “teaching” that tends to dominate discussions of educational games. In short, educational gaming is a form of teaching. As mentioned, education and games represent two different semiotic domains that both embody the three faces of knowledge: assertions, modes of representation and social forms of organisation (Gee, 2003; Barth, 2002; cf. chapter 2). In order to understand the interplay between these different domains and their interrelated knowledge forms, I will draw attention to a central assumption in Bakhtin’s dialogical philosophy. According to Bakhtin, all forms of communication and culture are subject to centripetal and centrifugal forces (Bakhtin, 1981). A centripetal force is the drive to impose one version of the truth, while a centrifugal force involves a range of possible truths and interpretations. This means that any form of expression involves a duality of centripetal and centrifugal forces: “Every concrete utterance of a speaking subject serves as a point where centrifugal as well as centripetal forces are brought to bear” (Bakhtin, 1981: 272). If we take teaching as an example, it is always affected by centripetal and centrifugal forces in the on-going negotiation of “truths” between teachers and students. In the words of Bakhtin: “Truth is not born nor is it to be found inside the head of an individual person, it is born between people collectively searching for truth, in the process of their dialogic interaction” (Bakhtin, 1984a: 110). Similarly, the dialogical space of debate games also embodies centrifugal and centripetal forces. Thus, the election scenario of The Power Game involves centripetal elements that are mainly determined by the rules and outcomes of the game, i.e. the election is based on a limited time frame and a fixed voting procedure. Similarly, the open-ended goals, roles and resources represent centrifugal elements and create virtually endless possibilities for researching, preparing, presenting, debating and evaluating a variety of key political issues. Consequently, the actual process of enacting a game scenario involves a complex negotiation between these centrifugal/centripetal forces that are inextricably linked with the teachers and students’ game activities. In this way, the enactment of The Power Game is a form of teaching that combines different pedagogical practices (i.e. group work, web quests, student presentations) and learning resources (i.e. websites, handouts, spoken language) within the interpretive frame of the election scenario. Obviously, tensions may arise if there is too much divergence between educational goals and game goals. This means that game facilitation requires a balance between focusing too narrowly on the rules or “facts” of a game (centripetal orientation) and a focusing too broadly on the contingent possibilities and interpretations of the game scenario (centrifugal orientation). For Bakhtin, the duality of centripetal/centrifugal forces often manifests itself as a dynamic between “monological” and “dialogical” forms of discourse. Bakhtin illustrates this point with the monological discourse of the Socrates/Plato dialogues in which the teacher never learns anything new from the students, despite Socrates’ ideological claims to the contrary (Bakhtin, 1984a). Thus, discourse becomes monologised when “someone who knows and possesses the truth instructs someone who is ignorant of it and in error”, where “a thought is either affirmed or repudiated” by the authority of the teacher (Bakhtin, 1984a: 81). In contrast to this, dialogical pedagogy fosters inclusive learning environments that are able to expand upon students’ existing knowledge and collaborative construction of “truths” (Dysthe, 1996). At this point, I should clarify that Bakhtin’s term “dialogic” is both a descriptive term (all utterances are per definition dialogic as they address other utterances as parts of a chain of communication) and a normative term as dialogue is an ideal to be worked for against the forces of “monologism” (Lillis, 2003: 197-8). In this project, I am mainly interested in describing the dialogical space of debate games. At the same time, I agree with Wegerif that “one of the goals of education, perhaps the most important goal, should be dialogue as an end in itself” (Wegerif, 2006: 61). 

Dialogue is the biggest impact—the process of discussion precedes any truth claim by magnifying the benefits of any discussion
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Northwestern Professor,  Prof. Morson's work ranges over a variety of areas: literary theory (especially narrative); the history of ideas, both Russian and European; a variety of literary genres (especially satire, utopia, and the novel); and his favorite writers -- Chekhov, Gogol, and, above all, Dostoevsky and Tolstoy. He is especially interested in the relation of literature to philosophy. 

A belief in truly dialogic ideological becoming would lead to schools that were quite different. In such schools, the mind would be populated with a complexity of voices and perspectives it had not known, and the student would learn to think with those voices, to test ideas and experiences against them, and to shape convictions that are innerly persuasive in response. This very process would be central. Students would sense that whatever word they believed to be innerly persuasive was only tentatively so: the process of dialogue continues.We must keep the conversation going, and formal education only initiates the process. The innerly persuasive discourse would not be final, but would be, like experience itself, ever incomplete and growing. As Bakhtin observes of the innerly persuasive word: Its creativity and productiveness consist precisely in the fact that such a word awakens new and independent words, that it organizes masses of our words from within, and does not remain in an isolated and static condition. It is not so much interpreted by us as it is further, that is, freely, developed, applied to new material, new conditions; it enters into interanimating relationships with new contexts. . . . The semantic structure of an innerly persuasive discourse is not finite, it is open; in each of the new contexts that dialogize it, this discourse is able to reveal ever newer ways to mean. (DI, 345–6) We not only learn, we also learn to learn, and we learn to learn best when we engage in a dialogue with others and ourselves. We appropriate the world of difference, and ourselves develop new potentials. Those potentials allow us to appropriate yet more voices. Becoming becomes endless becoming. We talk, we listen, and we achieve an open-ended wisdom. Difference becomes an opportunity (see Freedman and Ball, this volume). Our world manifests the spirit that Bakhtin attributed to Dostoevsky: “nothing conclusive has yet taken place in the world, the ultimate word of the world and about the world has not yet been spoken, the world is open and free, everything is in the future and will always be in the future.”3 Such a world becomes our world within, its dialogue lives within us, and we develop the potentials of our ever-learning selves. Letmedraw some inconclusive conclusions, which may provoke dialogue. Section I of this volume, “Ideologies in Dialogue: Theoretical Considerations” and Bakhtin’s thought in general suggest that we learn best when we are actually learning to learn. We engage in dialogue with ourselves and others, and the most important thing is the value of the open-ended process itself. Section II, “Voiced, Double Voiced, and Multivoiced Discourses in Our Schools” suggests that a belief in truly dialogic ideological becoming would lead to schools that were quite different. In such schools, the mind would be populated with a complexity of voices and perspectives it had not known, and the student would learn to think with those voices, to test ideas and experiences against them, and to shape convictions that are innerly persuasive in response. Teachers would not be trying to get students to hold the right opinions but to sense the world from perspectives they would not have encountered or dismissed out of hand. Students would develop the habit of getting inside the perspectives of other groups and other people. Literature in particular is especially good at fostering such dialogic habits. Section III, “Heteroglossia in a Changing World” may invite us to learn that dialogue involves really listening to others, hearing them not as our perspective would categorize what they say, but as they themselves would categorize what they say, and only then to bring our own perspective to bear. We talk, we listen, and we achieve an open-ended wisdom. The chapters in this volume seem to suggest that we view learning as a perpetual process. That was perhaps Bakhtin’s favorite idea: that to appreciate life, or dialogue, we must see value not only in achieving this or that result, but also in recognizing that honest and open striving in a world of uncertainty and difference is itself the most important thing. What we must do is keep the conversation going. 

Dialogue is critical to affirming any value—shutting down deliberation devolves into totalitarianism and reinscribes oppression
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Northwestern Professor,  Prof. Morson's work ranges over a variety of areas: literary theory (especially narrative); the history of ideas, both Russian and European; a variety of literary genres (especially satire, utopia, and the novel); and his favorite writers -- Chekhov, Gogol, and, above all, Dostoevsky and Tolstoy. He is especially interested in the relation of literature to philosophy.

Bakhtin viewed the whole process of “ideological” (in the sense of ideas and values, however unsystematic) development as an endless dialogue. As teachers, we find it difficult to avoid a voice of authority, however much we may think of ours as the rebel’s voice, because our rebelliousness against society at large speaks in the authoritative voice of our subculture.We speak the language and thoughts of academic educators, even when we imagine we are speaking in no jargon at all, and that jargon, inaudible to us, sounds with all the overtones of authority to our students. We are so prone to think of ourselves as fighting oppression that it takes some work to realize that we ourselves may be felt as oppressive and overbearing, and that our own voice may provoke the same reactions that we feel when we hear an authoritative voice with which we disagree. So it is often helpful to think back on the great authoritative oppressors and reconstruct their self-image: helpful, but often painful. I remember, many years ago, when, as a recent student rebel and activist, I taught a course on “The Theme of the Rebel” and discovered, to my considerable chagrin, that many of the great rebels of history were the very same people as the great oppressors. There is a famous exchange between Erasmus and Luther, who hoped to bring the great Dutch humanist over to the Reformation, but Erasmus kept asking Luther how he could be so certain of so many doctrinal points. We must accept a few things to be Christians at all, Erasmus wrote, but surely beyond that there must be room for us highly fallible beings to disagree. Luther would have none of such tentativeness. He knew, he was sure. The Protestant rebels were, for a while, far more intolerant than their orthodox opponents. Often enough, the oppressors are the ones who present themselves and really think of themselves as liberators. Certainty that one knows the root cause of evil: isn’t that itself often the root cause? We know from Tsar Ivan the Terrible’s letters denouncing Prince Kurbsky, a general who escaped to Poland, that Ivan saw himself as someone who had been oppressed by noblemen as a child and pictured himself as the great rebel against traditional authority when he killed masses of people or destroyed whole towns. There is something in the nature of maximal rebellion against authority that produces ever greater intolerance, unless one is very careful. For the skills of fighting or refuting an oppressive power are not those of openness, self-skepticism, or real dialogue. In preparing for my course, I remember my dismay at reading Hitler’s Mein Kampf and discovering that his self-consciousness was precisely that of the rebel speaking in the name of oppressed Germans, and that much of his amazing appeal – otherwise so inexplicable – was to the German sense that they were rebelling victims. In our time, the Serbian Communist and nationalist leader Slobodan Milosevic exploited much the same appeal. Bakhtin surely knew that Communist totalitarianism, the Gulag, and the unprecedented censorship were constructed by rebels who had come to power. His favorite writer, Dostoevsky, used to emphasize that the worst oppression comes from those who, with the rebellious psychology of “the insulted and humiliated,” have seized power – unless they have somehow cultivated the value of dialogue, as Lenin surely had not, but which Eva, in the essay by Knoeller about teaching The Autobiography of Malcolm X, surely had. Rebels often make the worst tyrants because their word, the voice they hear in their consciousness, has borrowed something crucial from the authoritative word it opposed, and perhaps exaggerated it: the aura of righteous authority. If one’s ideological becoming is understood as a struggle in which one has at last achieved the truth, one is likely to want to impose that truth with maximal authority; and rebels of the next generation may proceed in much the same way, in an ongoing spiral of intolerance.
Decisionmaking: Linking the ballot to a should question in combination with USFG simulation teaches the skills to organize pragmatic consequences and philosophical values into a course of action
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 Joas’ re-interpretation of Dewey’s pragmatism as a “theory of situated creativity” raises a critique of humans as purely rational agents that navigate instrumentally through meansends- schemes (Joas, 1996: 133f). This critique is particularly important when trying to understand how games are enacted and validated within the realm of educational institutions that by definition are inscribed in the great modernistic narrative of “progress” where nation states, teachers and parents expect students to acquire specific skills and competencies (Popkewitz, 1998; cf. chapter 3). However, as Dewey argues, the actual doings of educational gaming cannot be reduced to rational means-ends schemes. Instead, the situated interaction between teachers, students, and learning resources are played out as contingent re-distributions of means, ends and ends in view, which often make classroom contexts seem “messy” from an outsider’s perspective (Barab & Squire, 2004). 4.2.3. Dramatic rehearsal The two preceding sections discussed how Dewey views play as an imaginative activity of educational value, and how his assumptions on creativity and playful actions represent a critique of rational means-end schemes. For now, I will turn to Dewey’s concept of dramatic rehearsal, which assumes that social actors deliberate by projecting and choosing between various scenarios for future action. Dewey uses the concept dramatic rehearsal several times in his work but presents the most extensive elaboration in Human Nature and Conduct: Deliberation is a dramatic rehearsal (in imagination) of various competing possible lines of action… [It] is an experiment in finding out what the various lines of possible action are really like (...) Thought runs ahead and foresees outcomes, and thereby avoids having to await the instruction of actual failure and disaster. An act overtly tried out is irrevocable, its consequences cannot be blotted out. An act tried out in imagination is not final or fatal. It is retrievable (Dewey, 1922: 132-3).    This excerpt illustrates how Dewey views the process of decision making (deliberation) through the lens of an imaginative drama metaphor. Thus, decisions are made through the imaginative projection of outcomes, where the “possible competing lines of action” are resolved through a thought experiment. Moreover, Dewey’s compelling use of the drama metaphor also implies that decisions cannot be reduced to utilitarian, rational or mechanical exercises, but that they have emotional, creative and personal qualities as well. Interestingly, there are relatively few discussions within the vast research literature on Dewey of his concept of dramatic rehearsal. A notable exception is the phenomenologist Alfred Schütz, who praises Dewey’s concept as a “fortunate image” for understanding everyday rationality (Schütz, 1943: 140). Other attempts are primarily related to overall discussions on moral or ethical deliberation (Caspary, 1991, 2000, 2006; Fesmire, 1995, 2003; Rönssön, 2003; McVea, 2006). As Fesmire points out, dramatic rehearsal is intended to describe an important phase of deliberation that does not characterise the whole process of making moral decisions, which includes “duties and contractual obligations, short and long-term consequences, traits of character to be affected, and rights” (Fesmire, 2003: 70). Instead, dramatic rehearsal should be seen as the process of “crystallizing possibilities and transforming them into directive hypotheses” (Fesmire, 2003: 70). Thus, deliberation can in no way guarantee that the response of a “thought experiment” will be successful. But what it can do is make the process of choosing more intelligent than would be the case with “blind” trial-and-error (Biesta, 2006: 8). The notion of dramatic rehearsal provides a valuable perspective for understanding educational gaming as a simultaneously real and imagined inquiry into domain-specific scenarios. Dewey defines dramatic rehearsal as the capacity to stage and evaluate “acts”, which implies an “irrevocable” difference between acts that are “tried out in imagination” and acts that are “overtly tried out” with real-life consequences (Dewey, 1922: 132-3). This description shares obvious similarities with games as they require participants to inquire into and resolve scenario-specific problems (cf. chapter 2). On the other hand, there is also a striking difference between moral deliberation and educational game activities in terms of the actual consequences that follow particular actions. Thus, when it comes to educational games, acts are both imagined and tried out, but without all the real-life consequences of the practices, knowledge forms and outcomes that are being simulated in the game world. Simply put, there is a difference in realism between the dramatic rehearsals of everyday life and in games, which only “play at” or simulate the stakes and   risks that characterise the “serious” nature of moral deliberation, i.e. a real-life politician trying to win a parliamentary election experiences more personal and emotional risk than students trying to win the election scenario of The Power Game. At the same time, the lack of real-life consequences in educational games makes it possible to design a relatively safe learning environment, where teachers can stage particular game scenarios to be enacted and validated for educational purposes. In this sense, educational games are able to provide a safe but meaningful way of letting teachers and students make mistakes (e.g. by giving a poor political presentation) and dramatically rehearse particular “competing possible lines of action” that are relevant to particular educational goals (Dewey, 1922: 132). Seen from this pragmatist perspective, the educational value of games is not so much a question of learning facts or giving the “right” answers, but more a question of exploring the contingent outcomes and domain-specific processes of problem-based scenarios.  

Decisionmaking is a trump impact—the skills inculcated by debate improve all aspects of life regardless of specific goals

Jiménez-Aleixandre, professor of education – University of Santiago de Compostela, and Pereiro-Muñoz High School Castelao, Vigo (Spain), ‘2

(Maria-Pilar and Cristina, “Knowledge producers or knowledge consumers? Argumentation and decision making about environmental management,” International Journal of Science Education Vol. 24, No. 11, p. 1171–1190)

One of the objectives of environmental education is to prepare students for future participation in society. To be an informed citizen, one needs to be able to make decisions. Implicit in the concept of decision making in everyday situations is the skill of being able to present an argued point of view (Kortland 1997). Kortland (1996) points out that decisions are reasoned choices, built on criteria that are not formulated from the beginning, but developed in interaction with the evaluation of the choices available. Reasoned choices and evaluation are often based on values but, although values are an important basis for making a judgement, the use of relevant conceptual knowledge is needed in order to weigh the advantages and disadvantages of the available options. If solving environmental problems through decision making promotes behaviour for the environment, conceptual knowledge must play an important role in environmental education. Changes in attitudes and behaviours, we argue, should be supported by relevant knowledge, by the understanding of the consequences of careless behaviour or, as in the case studied here, by the careful assessment of the different options for environmental management. The relationship between conceptual understanding and environmental attitudes has been explored, in the context of landscape interpretation, by Benayas (1992). Benayas found that university students possessing cognitive schemes of greater complexity and variety tended to choose a higher proportion of rural or local landscapes and reject scenarios including human intervention or those presenting exotic plants and animals than did other students. Moore (1981) found that university students assigning more importance to the need for taking steps to save energy were the ones who knew most about energy and the consequences of its mismanagement. The focus of this paper is decision making and argumentation. We take argumentation as meaning the evaluation of theoretical claims in the light of empirical evidence or data from other sources (Kuhn 1992, 1993). Put another way, we see it as the capacity to choose between different explanations and to reason which criteria lead to the choice. For Kuhn (1992), the ability to make reasoned judgements should be part of the ability to ‘think well’, but she suggests that the promotion of argumentative reasoning skills does not occur equally across all school environments. This study focuses on natural science classroom discourse partly, as Kuhn says, because argumentative dialogue externalizes argumentative reasoning and partly as a way to study attitudes and values beyond the scope of paper and pencil instruments. The focus of the study are not any arguments, but the substantive arguments (Toulmin 1958) in which the knowledge of content is a requisite. If science is viewed as a complex practice involving not only planning and performing experiments but also proposing and discussing ideas and choosing from among different explanations, then, discursive processes and practices constitute an essential part of the building of scientific knowledge (Latour and Woolgar 1986). Decision making and argumentation require an adequate context, for instance classrooms organized as knowledge-producing communities, rather than knowledgeconsuming communities, where, as McGinn and Roth (1999) argue, scientific literacy is understood as preparation for participation in scientific practice. Environmental conflicts offer good opportunities to evaluate options due to the complexity of the problems under study (Jime´nez et al. 2000a). The students were asked to assess the impact of a projected network of drainpipes in the marshes of river Louro, a wetland near their school. This real-life issue involves conflicts between contradictory interests and cannot be resolved with straightforward affirmative or negative answers, a teaching strategy that has been advocated elsewhere (e.g. Ratcliffe 1996). In terms of authenticity, the classroom tasks were designed according to the culture of the science practitioners and not according to a stereotyped school culture (Brown et al. 1989). For Roth and Roychoudhury (1993) authentic contexts mean laboratory experiences providing students with open-ended problems of personal relevance; for Duschl and Gitomer (1996) authentic problems, besides having relevance for students, should demand the use of criteria for evidence and justification similar to those the scientists would use. So, the criteria for choosing the wetland problem were that it was: open-ended, relevant to the life of the students and that it allowed reasoned debate about the solutions using available data and evidence. Authentic problems do not need to be ‘true’, but the issue chosen is a real problem and it adds motivation and interest for the students, offering them the possibility of discussing it in the classroom and trying to influence, to some extent, the real world outside the classroom.

Case
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However, in the absence of any understanding of the relationship between 'meanings' and things meant—the issue at the heart of the epistemological problematic which Latour dismisses but which has preoccupied an entire philosophical tradition from Frege through Sellars and up to their contemporary heirs the claim that nothing is metaphorical is ultimately indistinguishable from the claim that everything is metaphorical.10 The metaphysical difference between words and things, concepts and objects, vanishes along with the distinction between representation and reality: 'It is not possible to distinguish for long between those actants that arc going to play the role of "words" and those that will play the role of "things'". (2.4.5). ®n dismissing the cpistemological obligation to explain what meaning is and how it relates to things that are not meanings, Latour, like all postmodernists—his own protestations to the contrary notwithstanding—reduces everything to meaning, since the difference between 'words' ami 'things' turns out to be 110 more than a functional difference subsumed by the concept of'actant'—that is to say, it is a merely nominal difference encompassed by the metaphysical function now ascribed to the metaphor 'actant'. Sincc for Latour the latter encompasses everything from hydroelectric powerplants to toothfairies, it follows that every possible difference between powerplants and fairies—i.e. differences in the mechanisms through which they affect and are a fleeted by other entities, whether those mechanisms are currently conceivable or not—is supposed to be unproblematically accounted for by this single conceptual metaphor. 19. This is reductionism with a vengeance; but because it occludes rather than illuminates differences in the ways in which different parts of the world interact, its very lack of explanatory purchase can be brandished as a symptom of its irreductive prowess by those who are not interested in understanding the difference between wishing and engineering. Latour writes to reassure those who do not really want to know. If the concern with representation which lies at the heart of the unfolding episteinological problematic from Descartes to Scllars was inspired by the desire not just to understand but to assist science in its effort to explain the world, then the recent wave of attempts to liquidate epistemology by dissolving representation can be seen as symptomatic of that cognophobia which, from Nietzsche through Heidegger and up to Latour, has fuelled a concerted effort on the part of some philosophers to contain if not neutralize the disquieting implications of scientific understanding." 20. While irreductionists prate about the 'impoverishment' attendant upon the cpistcmological privileging of conceptual rationality, all they have to offer by way of alternative is a paltry metaphorics that occludes every real distinction through which representation yields explanatory understanding. 21. Pace Latour, there is a non-negligible difference between conceptual categories and the objects to which they can be properly applied. But because he is as oblivious to it as the post-structuralists he castigates, Latour's attempt to contrast his 'realism' to postmodern 'irrealism' rings hollow: he is invoking a difference which he cannot make good on. By collapsing the reality of the difference between concepts and objects into differences in force between genetically construed 'actant s', Latour merely erases from the side of'things' ('forces') a distinction which textualists deny from the side of'words' ('signifiers'). 22. Mortgaged to the cognitive valence of metaphor but lacking the resources to explain let alone legitimate it, Latour's irrcductionism cannot be understood as a theory, where the latter is broadly construed as a series of systematically interlinked propositions held together by valid argumentative chains. Rather, Latour's texts consciously rehearse the metaphorical operations they describe: they are 'networks' trafficking in 'word-things' of varying 'power', nexuses of'translation' between octants' of differing 'force', etc. In this regard, they are exercises in the practical know-how which Latour exalts, as opposed to demonstrative prepositional structures governed by cognitive norms of cpistemic veracity and logical validity. But this is just to say that the ultimate import of Latour's work is prescriptive rather than descriptive—indeed, given that Issues of epistemic veracity and validity arc irrelevant to Latour, there is nothing to prevent the cynic from concluding that Latour's politics fneo-liberal) and his religion (Roman Catholic) provide the most telling indices of those forces ultimately motivating his antipathy towards rationality, critique, and revolution. 23. In other words, Latour's texts are designed to do things: they have been engineered in order to produce an cfTcct rather than establish a demonstration. Far from trying to prove anything, Latour is explicitly engaged in persuading the susceptible into embracing his irreductionist worldview through a particularly adroit deployment of rhetoric. This is the traditional modus operandi of the sophist. But only the most brazen of sophists denies the rhetorical character of his own assertions: 'Rhetoric cannot account for the force of a sequence of sentences because if it is called 'rhetoric' then it is weak and has already lost'. {2.4.1) This resort to an already metaphorized concept of'force' to mark the extra-rhetorical and thereby allegedly 'real' force of Latour's own 'sequence of sentences' marks the nee plus ultra of sophistry.'2 24. Irreductionism is a species of correlationism: the philosopheme according to which the human and the non-human, society and nature, mind and world, can only be understood as reciprocally correlated, mutually interdependent poles of a fundamental relation. Corrclationists arc wont to dismiss the traditional questions which have preoccupied metaphysicians and epistemologists—questions such as 'What isX?' and 'How do we know X?'—as false questions, born of the unfortunate tendency to abstract one or other pole of the correlation and consider it in isolation from its correlate. For the correlationist, since it is impossible to separate the subjective from the objective, or the human from the non-human, it makes no sense to ask what anything is in itself, independently of our relating to it. By the same token, once knowledge has been reduced to technical manipulation, it is neither possible nor desirable to try to understand scientific cognition independently of the nexus of social practices in which it is invariably implicated. Accordingly, correlationism sanctions all those variants of pragmatic instrumentalism which endorse the primacy of practical 'know-how' over theoretical 'knowing-that' Sapience becomes just another kind of sentience—and by no means a privileged kind either. 25. Ultimately, correlationism is not so much a specific philosophical doctrine as a general and highly versatile strategy for deflating traditional metaphysical and epistemological concerns by reducing both questions of'being' and of'knowing1 to concatenations of cultural form, political contestation, and social practice. By licensing the wholesale conversion of philosophical problems into symptoms of non-philosophical factors (political, sociocultural, psychological, etc.), correlationism provides the (often unstated) philosophical premise for the spate of twentieth century attempts to dissolve the problems of philosophy into questions of politics, sociology, anthropology, and psychology. To reject correlationism and reassert the primacy of the epistemology-metaphysics nexus is not to revert to a reactionary philosophical purism, insisting that philosophy remain uncontaminatcd by politics and history. It is simply to point out that, while they are certainly socially and politically nested, the problems of metaphysics and epistemology nonetheless possess a relative autonomy and remain conceptually irreducible—just as the problems of mathematics and physics retain their relative autonomy despite always being implicated within a given socio-historical conjuncture. The fact that philosophical discourse is non-mathematical and largely (but by no means entirely) unformalized (but certainly not unfonnalizable), does not provide a legitimate warrant for disregarding its conceptual specificity and reducing it to a set of ideological symptoms. Again, this is not to assert (absurdly) that the problems of metaphysics or epistemology have no social determinants or political ramifications, but simply to point out that they can no more be understood exclusively in those terms than can the problems of mathematics or physics. 26. To refuse corrclationism's collapsing of epistemology into ontology, and of ontology into politics, is not to retreat into reactionary quietism but to acknowledge the need to forge new conditions of articulation between politics, epistemology, and metaphysics. The politicization of ontology marks a regression to anthropomorphic myopia; the ontologization of politics falters the moment it tries to infer political prescriptions from metaphysical description. Philosophy and politics cannot be metaphysically conjoined; philosophy intersects with politics at the point where critical epistemology transects ideology critique. An emancipatory politics oblivious to epistemology quickly degenerates into metaphysical fantasy, which is to say, a religious substitute.'3 The failure to change the world may not be unrelated to the failure to understand it. 27. The assertion of the primacy of correlation is the condition for the post-modcrn dissolution of the cpistcmology-mctaphvsics nexus and the two fundamental distinctions concomitant with it: the sapience-sentience distinction and the conceptobject distinction. In eliding the former, correlationism eliminates epistemology by reducing knowledge to discrimination. In eliding the latter, correlationism simultaneously reduces things to concepts and concepts to things. Each reduction facilitates the other: the erasure of the epistemological difference between sapience and sentience makes it easier to collapse the distinction between concept and object; the elision of the metaphysical difference between concept and object makes it easier to conflate sentience with sapience. Thus Latour's reduction of things to concepts (objects to 'act ants') is of a piece with his reduction of concepts to things ('truth' to force). 28. The rejection of correlationism entails the reinstatement of the critical nexus between epistemology and metaphysics and its attendant distinctions: sapience/sentience; concept/object. We need to know what things are in order to measure the gap between their phenomenal and noumcnal aspects as well as the difference between their extrinsic and intrinsic properties. To know (in the strong scientific sense) what something is is to conceptualize it. This is not to say that things arc identical with their concepts. The gap between conceptual identity and non-conceptual difference—between what our concept of the object is and what the object is in itself—is not an ineffable hiatus or mark of irrecuperable altcrity; it can be conceptually converted into an identity that is not of the concept even though the concept is of it. Pace Adorno, there is an alternative to the negation of identity concomitant with the conccpt's failure to coincide with what it aims at: a negation of the concept determined by the object's non-conceptual identity, rather than its lack in the concept. Pace Deleuze, there is an alternative to the affirmation of difference as non-representational concept (Idea) of the thing itself: an affirmation of identity in the object as ultimately determining the adequacy of it s own conceptual representation. The difference between the conceptual and the extra-conceptual need not be characterized as lack or negation, or converted into a positive concept of being as Ideal diffcrcncc-in-itsclf: it can be presupposed as already-given in the act of knowing or conception. But it is presupposed without being posited. This is what distinguishes scientific representation and governs its stance towards the object.'4 29. What is real in the scientific representation of the object does not coincide with the object's quiddity as conceptually circumscribed—the latter is what the concept means and what the object is; its metaphysical quiddity or essence—but the scientific posture is one which there is an immanent yet transcendental hiatus between the reality of the object and its being as conceptually circumscribed: the posture of scientific representation is one in which it is the former that determines the latter and forces its perpetual revision. Scientific representation operates on the basis of a stance in which something in the object itself determines the discrepancy between its material reality—the fact that it is, its existence—and its being, construed as quiddity, or what it is. The scientific stance is one in which the reality of the object determines the meaning of its conception, and allows the discrepancy between that reality and the way in which it is conceptually circumscribed to be measured. This should be understood in contrast to the classic correlationist model according to which it is conceptual meaning that determines the 'reality' of the object, understood as the relation between representing and represented.
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The crucial question is this: in precisely what way can allure be said to succeed where representation fails? It is the equivocation between the standards of representational success and causal success that allows us to convert epistemic excess into causal independence. If there is no sense in which allure is held to the former standard, or to some deeper standard that it shares with representation, then there is no good sense in which it can overcome causal independence. The problem is that the only concrete standards of success that Harman ever deploys in his discussions of allure concern how the allure affects the one who experiences it.115 Does the joke make me laugh? Does my mistake embarrass me? Does the metaphor make me think? The fact that these are the questions that determine the success of allure indicates why successful allure is a model for successful causation. These allusions can only succeed or fail insofar as there is some effect they are supposed to produce upon us. They are thus more like access to narcotics than access to information. It doesn’t seem to matter that there is no substantive comparison with representational success, only because it is already understood in causal terms. The non sequitur is hidden by blatant circularity. Harman’s aesthetics is an introspective theory of emotional affection. iii) The Argument from Supplementation Finally, we come to Harman’s defence of the importance of his theory of vicarious causation by way of his thoughts on the relationship between philosophy and science. Let’s jump straight in at the deep end: For several centuries, philosophy has been on the defensive against the natural sciences, and now occupies a point of lower social prestige and, surprisingly, narrower subject matter. A brief glance at history shows that this was not always the case. To resume the offensive, we need only reverse the long-standing trends of renouncing all speculation on objects and volunteering for curfew in an ever-tinier ghetto of solely human realities: language, texts, political power. Vicarious causation frees us from such imprisonment by returning us to the heart of the inanimate world, whether natural or artificial. The uniqueness of philosophy is secured, not by walling off a zone of precious human reality that science cannot touch, but by dealing with the same world as the various sciences but in a different manner.116 He thus sees his metaphysical system as an attempt to return philosophy to its rightful subject matter. He defends philosophy’s right to tackle the same topics as the sciences by claiming that it can approach them through other means. Given the difficulties we’ve had in determining Harman’s methodology up till now, we are entitled to some curiosity regarding just what these means are, and how they are supposed to differ from those of the sciences. This is where the theory of vicarious causation is supposed to shine, by providing us with an exemplar of the divergence between the scientific and philosophical approaches: From the naturalistic standpoint, ignoring for now whatever complications one might wish to infer from the quantum theory, causation is essentially a physical problem of two material masses slamming into each other or mutually affected through fields. One object becomes directly present to the other, whether through physical contact or some other form of intimacy. But there is also a metaphysical problem of causation.117 The initial problem with this is that all of the contrasts Harman makes between the supposed scientific understanding of causality and his own metaphysical one present an incredibly crude version of the sciences.118 Although he pays lip service to the implications quantum mechanics, he entirely ignores the advanced mathematical techniques (e.g., phase space modelling, statistical analysis, information theory, etc.) that the sciences have developed to model phenomena since Hume talked about billiard ball dynamics, along with the intricate theoretical questions regarding the nature of causation that these have spawned, both in the sciences and philosophy of science (e.g., emergent capacities, statistical causality, information transmission, etc.).119 However, on second thought, the real problem is that Harman’s approach precludes him from paying any attention to these things anyway. As far as he is concerned, the sciences don’t tell us anything about reality. They only talk about it as it seems, whereas philosophy can talk about it as it is. This isn’t to say science is useless, but simply that the truth is entirely inaccessible to it. Maybe this truth will be relevant to the sciences, maybe it won’t, but there’s no real debate to be had here, even if there might be mutual inspiration. There is a tremendous irony in this, insofar as the strange methodological hybrid of phenomenological description and metaphysical argument that Harman adopts amounts to the practice of introspective metaphysics. It is important to understand that this is different from what is often called “armchair metaphysics” insofar as it has nothing to do with the a priori as traditionally understood. It is not a matter of retreating from observation to contemplate and reason about the fundamental concepts that underpin observation, but a matter of seeking out a special kind of intuition unknown to the sciences. Harman claims to get at the reality that the sciences can never describe by closely describing the structure of seeming. Far from challenging the retreat of philosophers from the world into the bastion of consciousness, he has simply extended the domain of consciousness into the world. On this basis, he provides us with an introspective theory of causation modelled upon emotional intensity. This theory is independent of the sciences insofar as it is based on a form of evidence entirely alien to the sciences, but it strikes me as equally alien to the proper practice of philosophy. The phenomenological trappings in which Harman’s metaphysical introspection is clothed are at best a bad disguise, like a tasteless rubber Nixon mask, only formed into a bizarre caricature of Husserl’s face instead. What they hide is a series of questionable assumptions and sometimes outright misunderstandings regarding important epistemological and metaphysical issues. Our next task must be to peal back this mask and bring these assumptions into the open, in order to better understand why one might be tempted to endorse OOP despite the convoluted and deeply flawed arguments presented for it.120
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What all this reveals is that Harman’s reading cannot be an interpretation of the substance of Heidegger’s ideas, even one that Heidegger himself would disagree with. It is possible to read thinkers against themselves, but this requires that there is some essential element present in their work that the work itself fails to live up to.33 The element that Harman tries to unearth in Heidegger’s tool-analysis simply isn’t there.34 The only reason he can propose to extend the intentional relation between Dasein and its tools to cover all interactions between entities is that he has stripped this relation of everything that makes it recognisably Heideggerian. He has excised the structure of projective understanding wholesale, and thereby completely abandoned the semantic and epistemological framework within which the encounter with the tool is described. This becomes clear once we ask the question: just what would it be for a screen door to encounter a knife as a knife?35 To say that this is for it to be affected by it in a way that is common to all knives is to say nothing that warrants using the word “encounter” in an intentional sense. The screen door has nothing that could qualify it as having anything like an awareness of generality. There is no hermeneutic “as” circumscribing its engagements with things. This leaves us saying that what it is for a screen door to interact with a knife qua knife is for it to be affected in the way that knives affect screen doors. This is an empty tautology unworthy of metaphysical scrutiny.36

Just because tools have some unknown things doesn’t dispute our common-sense understanding of them as tools
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This break is subtle, and does not become completely apparent until a few pages later, when he explicitly substitutes the word “rely” for “use.”39 The examples that Harman focuses on are indicative of this shift. Gone is the emphasis upon equipment actively deployed toward a goal (e.g., hammers, cars, signals, etc.), to be replaced with a focus upon “equipment” necessary to passively sustain a given state (e.g., ventilators, gravity, oxygen, etc.). It is not that Heidegger is not concerned with some examples of this kind—sustaining a state is as eligible a goal as achieving one—but rather that Harman narrows the scope of the analysis by collapsing active use into passive reliance, while simultaneously expanding its scope to include cases of dependence that lack anything that could be construed as awareness of the thing depended upon. This move both enables execution to take on the role of persistence we saw earlier, and facilitates the universalisation of intentionality to encompass all objects and the flaying of Heidegger’s account of intentionality that accompanies it. We can already see the pretence of phenomenology slipping here. Harman has subtly shifted the focus of his analysis from our practical comportment toward things to our causal dependence upon them. We are invited to conclude that phenomenological description is apt to describe my relation to my internal organs, the geological strata that I stand upon, or the delicate balance of environmental factors necessary for life on earth in a manner analogous to my relation to the various socially delineated props I passively engage in carrying out everyday tasks. Harman balances this shift upon a delicate ambiguity in the sense in which encounters with things can be “unconscious” or “unthematic.”40 It consists in misunderstanding what Heidegger calls circumspection (Umsicht). Heidegger’s concern with this sort of “unthematic” understanding was to provide a phenomenological analysis of comportments that lacked a specific kind of awareness, rather than lacking awareness as such. He would not consider my relation to my internal organs to be an intentional relation unless it consisted in some implicit grasp of general ways in which they are involved within practical activities, either as obstacles (e.g. an awareness of my fickle digestive system) or resources (e.g., the metabolic control some yogic masters have achieved), or some explicit grasp of their general modal features (e.g., the theoretical understanding of a biologist or surgeon). Harman essentially substitutes Heidegger’s concern with the “unconscious” encounter as awareness without attention, for a concern with it as dependence without awareness. Bearing all this in mind, we can turn to the first step in Harman’s analysis. This is his claim that what we encounter in relying upon equipment is its causal capacity to produce the specific effect that we rely upon. This is his first characterisation of the execution that constitutes the reality of the tool, and he vehemently opposes it to the idea that the tool consists in the ways humans expect to use it: “Equipment is not effective ‘because people use it;’ on the contrary, it can only be used because it is capable of an effect, of inflicting some kind of blow on reality. In short, the tool isn’t ‘used’—it is.”41 On the face of it, this is a perfectly good inference—successful reliance upon a thing demands that it possess the causal capacity to produce the effect relied upon—but the way it is introduced and used by Harman is questionable precisely insofar as it is metaphysical rather than phenomenological. Harman is already straying into metaphysics in describing the thing as consisting in this capacity, rather than simply possessing it, and he will stray further when he fleshes out his characterisation of this capacity qua execution. He does not linger in this register though. He rapidly returns to phenomenology when he insists upon the invisibility of this capacity.42 However, invisibility is apparent only insofar as we focus upon precisely those un-Heideggerian cases that Harman has smuggled in. This paradoxical revelation of invisibility essentially consists in our discovery that we really have no awareness of those things we depend upon without awareness—at least that is, until we turn our phenomenological gaze upon them. This has no force whatsoever, because there is no correlation between dependence and awareness either way. Prima facie, it is entirely possible for me to be aware or not aware of the things I depend on, to varying degrees.43
This is silly – yes, we can’t know objects totally, we can still try to know stuff partially, their framework’s just a non-starter
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I'm in the process of finishing my PhD at the University of Warwick. I have a broad base of philosophical interests that span both the analytic (e.g., inferentialist philosophy of language) and continental traditions (e.g., deleuzian process metaphysics). I do not see myself as 'bridging' the divide between traditions as much as simply doing my best to act as if it isn't there. My current interests focus upon the methodological interface between the philosophy of rationality and metaphysics. In this I am heavily influenced by both Kant and Sellars, but I draw many of my resources from the post-Kantian work of Heidegger and the post-Sellarsian work of Brandom. My ultimate goal is to elaborate a systematic transcendental approach to the philosophy of rationality (which I call fundamental deontology) which can then be used as the basis for the critical delimitation of metaphysics as an a posteriori form of inquiry continuous with empirical science.

The most explicit presentation it has so far received is in Harman’s criticism of James Ladyman and Don Ross’ Every Thing Must Go, which I will quote at length: Let’s imagine that we were able to gain exhaustive knowledge of all properties of a tree (which I hold to be impossible, but never mind that for the moment). It should go without saying that even such knowledge would not itself be a tree. Our knowledge would not grow roots or bear fruit or shed leaves, at least not in a literal sense. Even in the case of God, the exhaustive knowledge of a tree and creation of a tree would have to be two separate acts. Now, it has sometimes been objected to this point that it is a straw man. After all, who confuses knowledge of a tree with an actual tree? The answer, of course, is that no one does, since no one could openly identify a thing with knowledge of it and still keep a straight face. Yet the point is not that people defend this view openly, which they do not. Rather, the point is that many people uphold a model of the real that entails that knowledge of a tree and a real tree would be one and the same, and hence their views are refuted by reductio ad absurdum. Namely, if someone holds that there is an isomorphic relationship between knowledge and reality, such that reality can be fully mathematized, then it also follows that a perfect mathematical model of a thing should be able to step into the world and do the labor of that thing. But this is absurd.78 The essence of this argument is the attempt to derive the impossibility of complete knowledge of a thing from the ontological distinction between a thing and our knowledge of it. Although it sometimes appears that this invocation of non-identity is an argument for withdrawal proper, it is really an argument for the epistemic component of premise (iii) of the argument from excess. The rejection of complete knowledge must then be leveraged into a rejection of partial knowledge, as is clear from the article just quoted, which finishes the above section with a short appeal to the mereological component of the argument from excess discussed above.79 The inference from ontological distinction to the impossibility of complete knowledge once more takes the form of a reductio ad absurdum. The principle that underlies it is the claim that complete knowledge of a thing would somehow have to be identical to the thing, thereby contradicting ontological distinction. It is this principle which is nowhere given a detailed analysis, and which we must therefore reconstruct. The major problem we face here is that Harman’s use of the term “knowledge” is never really backed up by an epistemology that could answer questions about the distinction between completeness and incompleteness, how this relates to the distinction between correctness and incorrectness, and whether knowledge of an object is composed of distinct representations. I have thus endeavoured to reconstruct the argument on the basis of reasonable assumptions about what Harman means by knowledge, the most important of which is that although Harman tends to simply talk about knowledge of an object as a unitary phenomenon (e.g., knowing a tree), the notion of completeness/incompleteness implies that this must be composed out of correct representations of distinct features of the object (e.g., its species, size, shape, colouration, location, etc.).
Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 

Util first
Murray 97 (Alastair, Professor of Politics at U. Of Wales-Swansea, Reconstructing Realism, p. 110)

Weber emphasised that, while the 'absolute ethic of the gospel' must be taken seriously, it is inadequate to the tasks of evaluation presented by politics. Against this 'ethic of ultimate ends' — Gesinnung — he therefore proposed the 'ethic of responsibility' — Verantwortung. First, whilst the former dictates only the purity of intentions and pays no attention to consequences, the ethic of responsibility commands acknowledgement of the divergence between intention and result. Its adherent 'does not feel in a position to burden others with the results of his [OR HER] own actions so far as he was able to foresee them; he [OR SHE] will say: these results are ascribed to my action'. Second, the 'ethic of ultimate ends' is incapable of dealing adequately with the moral dilemma presented by the necessity of using evil means to achieve moral ends: Everything that is striven for through political action operating with violent means and following an ethic of responsibility endangers the 'salvation of the soul.' If, however, one chases after the ultimate good in a war of beliefs, following a pure ethic of absolute ends, then the goals may be changed and discredited for generations, because responsibility for consequences is lacking. The 'ethic of responsibility', on the other hand, can accommodate this paradox and limit the employment of such means, because it accepts responsibility for the consequences which they imply. Thus, Weber maintains that only the ethic of responsibility can cope with the 'inner tension' between the 'demon of politics' and 'the god of love'. 9   The realists followed this conception closely in their formulation of a political ethic.10 This influence is particularly clear in Morgenthau.11 In terms of the first element of this conception, the rejection of a purely deontological ethic, Morgenthau echoed Weber's formulation, arguing tha/t:the political actor has, beyond the general moral duties, a special moral responsibility to act wisely ... The individual, acting on his own behalf, may act unwisely without moral reproach as long as the consequences of his inexpedient action concern only [HER OR] himself. What is done in the political sphere by its very nature concerns others who must suffer from unwise action. What is here done with good intentions but unwisely and hence with disastrous results is morally defective; for it violates the ethics of responsibility to which all action affecting others, and hence political action par excellence, is subject.12  This led Morgenthau to argue, in terms of the concern to reject doctrines which advocate that the end justifies the means, that the impossibility of the logic underlying this doctrine 'leads to the negation of absolute ethical judgements altogether'.13  

Ontology is a DESTRUCTIVE HISTORICAL FICTION – any GATEWAY claims are just TRICKS based on how we SHELVE BOOKS 

Shirky 5

Clay Shirky, teacher of NYU's graduate Interactive Telecommunications Program, 03/15/05

http://www.itconversations.com/shows/detail470.html
 I hold a joint appointment at NYU, as an Associate Arts Professor at the Interactive Telecommunications Program (ITP) and as a Distinguished Writer in Residence in the Journalism Department. I am also a Fellow at the Berkman Center for Internet and Society, and was the Edward R. Murrow Visiting Lecturer at Harvard's Joan Shorenstein Center on the Press, Politics, and Public Policy in 2010. 

There are many ways to organize data: labels, lists, categories, taxonomies, ontologies. Of these, ontology -- assertions about essence and relations among a group of items -- seems to be the highest-order method of organization. Indeed, the predicted value of the Semantic Web assumes that ontological successes such as the Library of Congress's classification scheme are easily replicable. Those successes are not easily replicable. Ontology, far from being an ideal high-order tool, is a 300-year-old hack, now nearing the end of its useful life. The problem ontology solves is not how to organize ideas but how to organize things -- the Library of Congress's classification scheme exists not because concepts require consistent hierarchical placement, but because books do. The LC scheme, when examined closely, is riddled with inconsistencies, bias, and gaps. Top level geographic categories, for example, include "The Balkan Penninsula" and "Asia." The primary medical categories don't include oncology, defaulting to the older and now discredited notion that cancers were more related to specific organs than to common processes. And the list of such oddities goes on. The reason the LC scheme is accumulating these errors faster than they can correct them is the physical fact of the book, which makes a card catalog scheme necessary, and constant re-shelving impossible. Likewise, it enforces cookie-cutter categorization that doesn't reflect the polyphony of its contents--there is a literature of creativity, for example, made up of books about art, science, engineering, and so on, and yet those books are not categorized (which is to say shelved) together, because the LC scheme doesn't recognize creativity as an organizing principle. For a reader interested in creativity, the LC ontology destroys value rather than creating it. As we have learned from the Web, when data is decoupled from physical presence, it is fluid enough to be grouped differently by different readers, and on different days. The Web's main virtue, in handling data, is to transmute organization from an a priori, content-based judgment to one that can be ad hoc, context-based, socially embedded, and constantly altered. The Web frees us from needing to argue about whether The Book of 5 Rings "is" a business book or a primer on war -- it is plainly both, and not only are we freed from making that judgment firmly or in advance, we are freed from needing to make it explicit at all. This talk begins by exploring the rise of ontological classification. In the period after the invention of the printing press but before the invention of the search engine, intellectual production was vested in books, objects that were numerous but opaque. When you have more than a few hundred books, categorization becomes a forced move, even if the categories are somewhat arbitrary, because without categories, you can no longer locate individual books.
Extinction outweighs

Davidson, associate professor of philosopgy – U Chicago, ‘89
(Arnold I, Critical Inquiry, Winter, pg. 426)

I understand Levinas’ work to suggest another path to the recovery of the human, one that leads through or toward other human beings: “The dimension of the divine opens forth from the human face… Hence metaphysics is enacted where the social relation is enacted- in our relations with men… The Other is not the incarnation of God, but precisely by his face, in which he is disincarnate, is the manifestation of the height in which God is revealed. It is our relations with men… that give to theological concepts the sole signification they admit of.” Levinas places ethics before ontology by beginning with our experience of the human face: and, in a clear reference to Heidegger’s idolatry of the village life of peasants, he associated himself with Socrates, who preferred the city where he encountered men to the country with its trees. In his discussion of skepticism and the problem of others, Cavell also aligns himself with this path of thought, with the recovery of the finite human self through the acknowledgement of others: “As long as God exists, I am not alone. And couldn’t the other suffer the fate of God?… I wish to understand how the other now bears the weight of God, shows me that I am not alone in the universe. This requires understanding the philosophical problem of the other as the trace or scar of the departure of God [CR, p.470].” The suppression of the other, the human, in Heidegger’s thought accounts, I believe, for the absence, in his writing after the war, of the experience of horror. Horror is always directed toward the human; every object of horror bears the imprint of the human will. So Levinas can see in Heidegger’s silence about the gas chambers and death camps “a kind of consent to the horror.” And Cavell can characterize Nazis as “those who have lost the capacity for being horrified by what they do.” Where was Heidegger’s horror? How could he have failed to know what he had consented to? Hannah Arendt associates Heidegger with Paul Valery’s aphorism, “Les evenements ne sont que l’ecume des choses’ (‘Events are but the foam of things’).” I think one understands the source of her intuition. The mass extermination of human beings, however, does not produce foam, but dust and ashes; and it is here that questioning must stop.

CO2 boosts plant performance and prevents mass starvation—avoids extinction 

Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

Regarding the first of these requirements, Tilman et al. note that in many parts of the world the historical rate of increase in crop yields is declining, as the genetic ceiling for maximal yield potential is being approached. This observation, in their words, ―highlights the need for efforts to steadily increase the yield potential ceiling.‖ With respect to the second requirement, they indicate, ―without the use of synthetic fertilizers, world food production could not have increased at the rate it did [in the past] and more natural ecosystems would have been converted to agriculture.‖ Hence, they state the solution ―will require significant increases in nutrient use efficiency, that is, in cereal production per unit of added nitrogen, phosphorus,‖ and so forth. Finally, as to the third requirement, Tilman et al. remind us ―water is regionally scarce,‖ and ―many countries in a band from China through India and Pakistan, and the Middle East to North Africa either currently or will soon fail to have adequate water to maintain per capita food production from irrigated land.‖ Increasing crop water use efficiency, therefore, is also a must. Although the impending biological crisis and several important elements of its potential solution are thus well defined, Tilman et al. (2001) noted ―even the best available technologies, fully deployed, cannot prevent many of the forecasted problems.‖ This was also the conclusion of Idso and Idso (2000), who stated that although ―expected advances in agricultural technology and expertise will significantly increase the food production potential of many countries and regions,‖ these advances ―will not increase production fast enough to meet the demands of the even faster-growing human population of the planet.‖ Fortunately, we have a powerful ally in the ongoing rise in the air‘s CO2 content that can provide what we can‘t. Since atmospheric CO2 is the basic ―food of essentially all plants, the more of it there is in the air, the bigger and better they grow. For a nominal doubling of the air‘s CO2 concentration, for example, the productivity of Earth‘s herbaceous plants rises by 30 to 50 percent (Kimball, 1983; Idso and Idso, 1994), and the productivity of its woody plants rises by 50 to 80 percent or more (Saxe et al. 1998; Idso and Kimball, 2001). Hence, as the air‘s CO2 content continues to rise, the land use efficiency of the planet will rise right along with it. In addition, atmospheric CO2 enrichment typically increases plant nutrient use efficiency and plant water use efficiency. Thus, with respect to all three of the major needs identified by Tilman et al. (2002), increases in the air‘s CO2 content pay huge dividends, helping to increase agricultural output without the taking of new land and water from nature. Many other researchers have broached this subject. In a paper recently published in the Annual Review of Plant Biology, three scientists associated with the Institute of Genomic Biology at the University of Illinois at Urbana-Champaign (USA) write that meeting the global increase in agricultural demand during this century ―is predicted to require a doubling of global production,‖ but ―the world has limited capacity to sustainably expand cropland,‖ and this capacity is actually ―shrinking in many developed countries.‖ Thus, Zhu et al. (2010) state, ―meeting future increases in demand will have to come from a near doubling of productivity on a land area basis,‖ and they conclude ―a large contribution will have to come from improved photosynthetic conversion efficiency,‖ estimating ―at least a 50% improvement will be required to double global production.‖ The researchers‘ reason for focusing on photosynthetic conversion efficiency derives from the experimentally observed facts that increases in the atmosphere‘s CO2 concentration increase the photosynthetic rates of nearly all plants, and those rate increases generally lead to equivalent—or only slightly smaller—increases in plant productivity on a land area basis. That provides a solid foundation for their enthusiasm in this regard. In their review of the matter, however, they examine the prospects for boosting photosynthetic conversion efficiency in an entirely different way: genetically, without increasing the air‘s CO2 content. ―Improving photosynthetic conversion efficiency will require,‖ the three scientists state, ―a full suite of tools including breeding, gene transfer, and synthetic biology in bringing about the designed alteration to photosynthesis.‖ For some of these ―near-term‖ endeavors, they indicate ―implementation is limited by technical issues that can be overcome by sufficient investment,‖ meaning they can ―be bought.‖ But several ―mid-term‖ goals could take 20 years or more to achieve; and they state ―even when these improvements are achieved, it may take an additional 10–20 years to bring such innovations to farms in commercial cultivars at adequate scale.‖ And if that is not bad enough, they say of still longer-term goals that ―too little of the science has been undertaken to identify what needs to be altered to effect an increase in yield,‖ while in some cases they acknowledge that what they envision may not even be possible, as in developing a form of RuBisCO that exhibits a significant decrease in oxygenation activity, or in designing C3 crops to utilize the C4 form of photosynthetic metabolism. Clearly, we do not have the time to gamble on our ability to accomplish what needs to be done in order to forestall massive human starvation of global dimensions within the current century. Therefore—in addition to trying what Zhu et al. suggest—we must rely on the ―tested and true: the CO2-induced stimulation of plant photosynthesis and crop yield production. And all we need to do in this regard is to refrain from interfering with the natural evolution of the Industrial Revolution, which is destined to be carried for some time yet on the backs of fossil-fuel-driven enterprises that can provide the atmosphere with the extra carbon dioxide that will be needed to provide the extra increase in crop growth that may mean the difference between global food sufficiency and human starvation on a massive scale a mere few decades from now. Another take on the matter has been provided by Hanjra and Qureshi (2010). They begin their treatment of the subject by quoting Benjamin Franklin‘s well-known homily, ―When the well is dry, we know the worth of water,‖ and they write we ―must not lose sight of surging water scarcity.‖ Noting ―population and income growth will increase the demand for food and water,‖ they contend ―irrigation will be the first sector to lose water, as water competition by non-agricultural uses increases and water scarcity intensifies.‖ As ―increasing water scarcity will have implications for food security, hunger, poverty, and ecosystem health and services,‖ they report ―feeding the 2050 population will require some 12,400 km3 of water, up from 6800 km3 used today.‖ This huge increase, they continue, ―will leave a water gap of about 3300 km3 even after improving efficiency in irrigated agriculture, improving water management, and upgrading of rainfed agriculture,‖ as per the findings of de Fraiture et al. (2007), Molden (2007), and Molden et al. (2010). This water deficiency, according to Hanjra and Qureshi, ―will lead to a food gap unless concerted actions are taken today.‖ Some of the measures they propose are to conserve water and energy resources, develop and adopt climate-resilient crop varieties, modernize irrigation, shore up domestic food supplies, reengage in agriculture for further development, and reform the global food and trade markets. To achieve these goals, they write, ―unprecedented global cooperation is required,‖ which by the looks of today‘s world is an exceedingly remote possibility. What, then, can we do to defuse the ticking time-bomb of this looming food and water crisis? One option is to do nothing: don‘t mess with the normal, unforced evolution of civilization‘s means of acquiring energy. This is because on top of everything else we may try to do to conserve both land and freshwater resources, we will still fall short of what is needed to be achieved unless the air‘s CO2 content rises significantly and thereby boosts the water use efficiency of Earth‘s crop plants and that of the plants that provide food and habitat for what could be called ―wild nature,‖ enabling both sets of plants to produce more biomass per unit of water used. To ensure this happens, we will need all of the CO2 that will be produced by the burning of fossil fuels, until other forms of energy truly become more cost-efficient than coal, gas, and oil. In fact, these other energy sources will have to become much more cost-efficient before fossil fuels are phased out, because the positive externality of the CO2-induced increase in plant water use efficiency provided by the steady rise in the atmosphere‘s CO2 concentration due to the burning of fossil fuels will be providing a most important service in helping us feed and sustain our own species without totally decimating what yet remains of wild nature. In yet another paper to address this important issue—this one published in the Journal of Proteome Research—Sarkar et al. (2010) write, ―increasing population and unsustainable exploitation of nature and natural resources have made ‗food security‘ a burning issue in the 21st century,‖ echoing the sentiments expressed by Farrell (2009), who noted ―the alarming increase in biofuel production, the projected demand for livestock products, and the estimated food to feed the additional 700 million people who will arrive here by 2016, will have unprecedented consequences,‖ among which are likely to be that ―arable land, the environment, water supply and sustainability of the agricultural system will all be affected,‖ and not in a positive way. Furthermore, when the human population of the globe reaches 8.7–11.3 billion by the year 2050 (Bengtsson et al., 2006), the situation will become truly intolerable, unless something is done, far in advance of that date, to mitigate the situation dramatically. Thus, as Sarkar et al. suggest, ―a normal approach for any nation/region is to strengthen its agricultural production for meeting future demands and provide food security.‖ But a major difficulty, which could spoil mankind‘s ability to do so, is the ongoing rise in the atmosphere‘s ozone concentration. This is the subject of Sarkar et al.‘s new paper. In a study designed to elucidate the many ways in which ozone (O3) is harmful to plants, the eight researchers grew two high-yielding cultivars (Sonalika and HUW 510) of wheat (Triticum aestivum L.) outdoors at the Agriculture Research Farm of India‘s Banaras Hindu University. This was done within open-top chambers maintained at the ambient O3 concentration and at elevated O3 concentrations of 25 percent and 50 percent above ambient during the peak O3 period of the day (10:00 to 15:00 hours local time) for a total of 50 days, during which time they measured numerous responses of the plants to the two levels of ozone enrichment. Sarkar et al. determined, among several other things, that the moderate increases in the air‘s O3 concentration resulted in higher foliar injury, a reduction in photosynthetic efficiency, induced inhibition in photochemical efficacy of photosystem II, lowered concentrations of photosynthetic pigments and proteins, and what they describe as ―drastic reductions‖ in RuBisCO large and small subunits, while noting major leaf photosynthetic proteins and important energy metabolism proteins were also ―drastically reduced.‖ Discussing the results, the scientists from India, Japan, and Nepal remark that anthropogenic activities have made ozone a ―major environmental pollutant of our time,‖ while noting some are predicting it to be an even ―greater problem for the future.‖ Adding this dilemma to the problem of feeding the world over the next few decades and beyond makes humanity‘s future look incredibly bleak. Thus, Sarkar et al. suggest we focus on ―engineering crops for future high O3,‖ concentrating on maintaining ―effective stomatal conductance of plants which can avoid O3 entry but not hamper their productivity.‖ We agree. But not knowing to what extent we will be successful in this endeavor, we also need to do something we know will work: allowing the air‘s CO2 content to rise, unimpeded by the misguided efforts of those who would curtail anthropogenic CO2 emissions in the guise of fighting what they claim is anthropogenic-induced global warming. This contention is largely theoretical and wholly unproven, but we know, as a result of literally hundreds, if not thousands, of real-world experiments, that atmospheric CO2 enrichment increases both the productivity and water-use efficiency of nearly all plants, and that it often more than compensates for the negative effects of O3 pollution. Introducing another review of food security studies pertinent to the challenge of feeding 9 billion people just four decades from now, Godfray et al. (2010) note ―more than one in seven people today still do not have access to sufficient protein and energy from their diet and even more suffer some form of micronutrient malnourishment,‖ citing the FAO (2009). Although ―increases in production will have an important part to play‖ in correcting this problem and keeping it from worsening in the future, mankind ―will be constrained by the finite resources provided by the earth‘s lands, oceans and atmosphere,‖ This set of difficulties they describe at the end of their review as constituting a ―perfect storm.‖ In considering ways to mitigate these problems, the first question they ask is: ―How can more food be produced sustainably?‖ They state the primary solution to food shortages of the past was ―to bring more land into agriculture and to exploit new fish stocks,‖ but they note there is precious little remaining of either of these pristine resources. Thus, they conclude ―the most likely scenario is that more food will need to be produced from the same or less land.‖ As they suggest, ―we must avoid the temptation to sacrifice further the earth‘s already hugely depleted biodiversity for easy gains in food production, not only because biodiversity provides many of the public goods upon which mankind relies, but also because we do not have the right to deprive future generations of its economic and cultural benefits.‖ And, we might add, because we should be enlightened enough to realize we have a moral responsibility to drive no more species to extinction than we already have sent to that sorry state. So how can these diverse requirements all be met simultaneously? A clue comes from Godfray et al.‘s statement that ―greater water and nutrient use efficiency, as well as tolerance of abiotic stress, are likely to become of increasing importance.‖ And what is there that can bring about these changes in mankind‘s crops? You guessed it: carbon dioxide. Rising concentrations of atmospheric CO2 increase the photosynthetic prowess of essentially all of the Earth‘s plants, while generally reducing the rate at which they transfer water from the soil to the air. In addition, more CO2 in the air tends to enhance the efficiency with which plants utilize nutrients in constructing their tissues and producing the edible portions that we and all of Earth‘s animals depend upon for our very existence. Focusing on the water scarcity aspect of the food shortage problem, Kummu et al. (2010) write, ―due to the rapidly increasing population and water use per capita in many areas of the world, around one third of the world‘s population currently lives under physical water scarcity (e.g. Vorosmarty et al., 2000; Alcamo et al., 2003; Oki and Kanae, 2006).‖ But despite the large number of water scarcity studies conducted over the years, ―no global assessment is available of how this trend has evolved over the past several centuries to millennia.‖ Thus they conducted a study covering AD 0 to 2005. This analysis was carried out for ten different time slices, defined as those times at which the human population of the globe was approximately double the population of the previous time slice. Global population data for these analyses were derived from the 5‘ latitude x 5‘ longitude-resolution global HYDE dataset of Klein Goldewijk (2005) and Klein Goldewijk et al. (2010), while evaluation of water resources availability over the same period was based on monthly temperature and precipitation output from the climate model ECBilt-CLIO-VECODE, as calculated by Renssen et al. (2005). After completing these assessments, the four researchers found ―moderate water shortage first appeared around 1800, but it commenced in earnest from about 1900, when 9% of the world population experienced water shortage, of which 2% was under chronic water shortage (<1000 m3/capita/year).‖ Thereafter, from 1960 onwards, they write, ―water shortage increased extremely rapidly, with the proportion of global population living under chronic water shortage increasing from 9% (280 million people) in 1960 to 35% (2300 million) in 2005.‖ And currently, they continue, ―the most widespread water shortage is in South Asia, where 91% of the population experiences some form of water shortage,‖ while ―the most severe shortage is in North Africa and the Middle East, where 77% and 52% of the total population lives under extreme water shortage (<500 m3/capita/year), respectively.‖ To alleviate these freshwater shortages, Kummu et al. state measures generally have been taken to increase water availability, such as building dams and extracting groundwater. But they note ―there are already several regions in which such measures are no longer sufficient, as there is simply not enough water available in some regions.‖ In addition, they observe, ―this problem is expected to increase in the future due to increasing population pressure (e.g. United Nations, 2009), higher welfare (e.g. Grubler et al., 2007) [and] production of water intensive biofuels (e.g. Varis, 2007, Berndes, 2008).‖ Hence, they conclude there will be an increasing need for many nonstructural measures, the first and foremost of which they indicate to be ―increasing the efficiency of water use.‖ This characteristic of nearly all of Earth‘s plants is almost universally promoted by atmospheric CO2 enrichment.

Causes food wars and extinction

Brown, 9 – founder of the Worldwatch Institute and the Earth Policy Institute
(Lester R, “Can Food Shortages Bring Down Civilization?” Scientific American, May)
The biggest threat to global stability is the potential for food crises in poor countries to cause government collapse. Those crises are brought on by ever worsening environmental degradation

One of the toughest things for people to do is to anticipate sudden change. Typically we project the future by extrapolating from trends in the past. Much of the time this approach works well. But sometimes it fails spectacularly, and people are simply blindsided by events such as today's economic crisis.

For most of us, the idea that civilization itself could disintegrate probably seems preposterous. Who would not find it hard to think seriously about such a complete departure from what we expect of ordinary life? What evidence could make us heed a warning so dire--and how would we go about responding to it? We are so inured to a long list of highly unlikely catastrophes that we are virtually programmed to dismiss them all with a wave of the hand: Sure, our civilization might devolve into chaos--and Earth might collide with an asteroid, too! For many years I have studied global agricultural, population, environmental and economic trends and their interactions. The combined effects of those trends and the political tensions they generate point to the breakdown of governments and societies. Yet I, too, have resisted the idea that food shortages could bring down not only individual governments but also our global civilization.

I can no longer ignore that risk. Our continuing failure to deal with the environmental declines that are undermining the world food economy--most important, falling water tables, eroding soils and rising temperatures--forces me to conclude that such a collapse is possible. The Problem of Failed States   Even a cursory look at the vital signs of our current world order lends unwelcome support to my conclusion. And those of us in the environmental field are well into our third decade of charting trends of environmental decline without seeing any significant effort to reverse a single one. In six of the past nine years world grain production has fallen short of consumption, forcing a steady drawdown in stocks. When the 2008 harvest began, world carryover stocks of grain (the amount in the bin when the new harvest begins) were at 62 days of consumption, a near record low. In response, world grain prices in the spring and summer of last year climbed to the highest level ever. As demand for food rises faster than supplies are growing, the resulting food-price inflation puts severe stress on the governments of countries already teetering on the edge of chaos. Unable to buy grain or grow their own, hungry people take to the streets. Indeed, even before the steep climb in grain prices in 2008, the number of failing states was expanding [see sidebar at left]. Many of their problem's stem from a failure to slow the growth of their populations. But if the food situation continues to deteriorate, entire nations will break down at an ever increasing rate. We have entered a new era in geopolitics. In the 20th century the main threat to international security was superpower conflict; today it is failing states. It is not the concentration of power but its absence that puts us at risk. States fail when national governments can no longer provide personal security, food security and basic social services such as education and health care. They often lose control of part or all of their territory. When governments lose their monopoly on power, law and order begin to disintegrate. After a point, countries can become so dangerous that food relief workers are no longer safe and their programs are halted; in Somalia and Afghanistan, deteriorating conditions have already put such programs in jeopardy. Failing states are of international concern because they are a source of terrorists, drugs, weapons and refugees, threatening political stability everywhere. Somalia, number one on the 2008 list of failing states, has become a base for piracy. Iraq, number five, is a hotbed for terrorist training. Afghanistan, number seven, is the world's leading supplier of heroin. Following the massive genocide of 1994 in Rwanda, refugees from that troubled state, thousands of armed soldiers among them, helped to destabilize neighboring Democratic Republic of the Congo (number six). Our global civilization depends on a functioning network of politically healthy nation-states to control the spread of infectious disease, to manage the international monetary system, to control international terrorism and to reach scores of other common goals. If the system for controlling infectious diseases--such as polio, SARS or avian flu--breaks down, humanity will be in trouble. Once states fail, no one assumes responsibility for their debt to outside lenders. If enough states disintegrate, their fall will threaten the stability of global civilization itself.
Human-centered ethics solve their impacts

Hwang 2003 Professor in the Department of Philosophy at Seoul National University [Kyung-sig, “Apology for Environmental Anthropocentrism,” Asian Bioethics in the 21st Century, http://eubios.info/ABC4/abc4304.htm]

The third view, which will be defended here, is that there is no need for a specifically ecological ethic to explain our obligations toward nature, that our moral rights and duties can satisfactorily be explained in terms of traditional, human-centered ethical theory.[4] In terms of this view, ecology bears on ethics and morality in that it brings out the far-reaching, extremely important effects of man's actions, that much that seemed simply to happen-extinction of species, depletion of resources, pollution, over rapid growth of population, undesirable, harmful, dangerous, and damaging uses of technology and science - is due to human actions that are controllable, preventable, by men and hence such that men can be held accountable for what occurs.  Ecology brings out that, often acting from the best motives, however, simply from short-sighted self-interest without regard for others living today and for those yet to be born, brings about very damaging and often irreversible changes in the environment, changes such as the extinction of plant and animal species, destruction of wilderness and valuable natural phenomena such as forests, lakes, rivers, seas. Many reproduce at a rate with which their environment cannot cope, so that damage is done, to and at the same time, those who are born are ill-fed, ill-clad, ill-sheltered, ill-educated.  Moralists concerned with the environment have pressed the need for a basic rethinking of the nature of our moral obligations in the light of the knowledge provided by ecology on the basis of personal, social, and species prudence, as well as on general moral grounds in terms of hitherto unrecognized and neglected duties in respect of other people, people now living and persons yet to be born, those of the third world, and those of future generation, and also in respect of preservation of natural species, wilderness, and valuable natural phenomena. Hence we find ecological moralists who adopt this third approach, writing to the effect that concern for our duties entail concern for our environment and the ecosystems it contains. Environmental ethics is concerned with the moral relation that holds between humans and the natural world, the ethical principles governing those relations determine our duties, obligations, and responsibilities with regard to the earth's natural environment and all the animals and plants inhabit it. A human-centered theory of environmental ethics holds that our moral duties with respect to the natural world are all ultimately derived from the duties we owe to one another as human beings. It is because we should respect the human rights, or should protect and promote the well being of humans, that we must place certain constraints on our treatment of the earth's environment and its non-human habitants.[5]

Turn—indigenous peoples—

Eliminating divisions between human and animal causes the conscious destruction of indigenous cultures.

Staudenmaier ‘4 

(Peter, Ambiguities of Animal Rights, Institute for Social Ecology, http://www.social-ecology.org/article.php?story=20040611140817458)
 
The unexamined cultural prejudices embedded deep within animal rights thinking carry political implications that are unavoidably elitist. A consistent animal rights stance, after all, would require many aboriginal peoples to abandon their sustainable livelihoods and lifeways completely. Animal rights has no reasonable alternative to offer to communities like the Inuit, whose very existence in their ecological niche is predicated on hunting animals. An animal rights viewpoint can only look down disdainfully on those peasant societies in Latin America and elsewhere that depend on small-scale animal husbandry as an integral part of their diet, as well as pastoralists in Africa and Asia who rely centrally upon animals to maintain traditional subsistence economies that long predate the colonial imposition of capitalism. These are not matters of “taste” but of sustainability and survival. Forsaking such practices makes no ecological or social sense, and would be tantamount to eliminating these distinctive societies themselves, all for the sake of assimilation to standards of morality and nutrition propounded by middle-class westerners convinced of their own rectitude. Too many animal rights proponents forget that their belief system is essentially a European-derived construct, and neglect the practical repercussions of universalizing it into an unqualified principle of human moral conduct as such.13 Nowhere is this combination of parochialism and condescension more apparent than in the animus against hunting. Many animal rights enthusiasts cannot conceive of hunting as anything other than a brutal and senseless activity undertaken for contemptible reasons. Heedless of their own prejudices, they take hunting for an expression of speciesist prejudice. What animal rights theorists malign as ‘sport hunting’ often provides a significant seasonal supplement to the diets of rural populations who lack the luxuries of tempeh and seitan. Even indigenous communities engaged in conspicuously low-impact traditional hunting have been harassed and vilified by animal rights activists. The campaign against seal hunting in the 1980’s, for example, prominently targeted Inuit practices.14 In the late 1990’s, the Makah people of Neah Bay in the northwestern United States tried to re-establish their communal whale hunt, harvesting exactly one gray whale in 1999. The Makah hunt was non-commercial, for subsistence purposes, and fastidiously humane; they chose a whale species that is not endangered and went to considerable lengths to accommodate anti-whaling sentiment. Nevertheless, when the Makah attempted to embark on their first expedition in 1998, they were physically confronted by the Sea Shepherd Society and other animal protection organizations, who occupied Neah Bay for several months. For these groups, animal rights took precedence over human rights. Many of these animal advocates embellished their pro-whale rhetoric with hoary racist stereotypes about native people and allied themselves with unreconstructed apologists for colonial domination and dispossession.15 Such examples are far from rare. In fact, animal rights sentiment has frequently served as an entry point for rightwing positions into left movements. Because much of the left has generally been reluctant to think clearly and critically about nature, about biological politics, and about ethical complexity, this unsettling affinity between animal rights and rightwing politics — an affinity which has a lengthy historical pedigree — remains a serious concern.

 

That risks extinction. 

Stavenhagen ’90 

(Rodolfo, Professor @ the United Nations University, The Ethnic Question pg. 73
 
The struggle for the preservation of the collective identity of culturally distinct peoples has further implications as well. The cultural diversity of the world’s peoples is a universal resource for all humankind. The diversity of the worlds cultural pool is like the diversity of the world’s biological gene pool. A culture that disappears due to ethnocide or cultural genocide represents a loss for all humankind. At a time when the classic development models of the post war era have failed to solve the major problems of mankind, people are again looking at so called traditional cultures for at least some of the answers. This is very clear, for example, as regards to agricultural and food production, traditional medicine,environmental management in rural areas, construction techniques, social solidarity in times of crises, etc. The world’s diverse cultures have much to offer our imperiled planet. Thus the defense of the collective rights of ethnic groups and indigenous peoples cannot be separated from the collective human rights of all human beings.

Turn—biotech—

Rejecting anthropocentrism collapses biotechnology—prevents GMO crops
Smith ‘8 

(Wesley, The Silent Scream of the Asparagus: Get ready for 'plant rights.' http://www.freerepublic.com/focus/news/2010625/posts?page=101)
 
Why is this happening? Our accelerating rejection of the Judeo-Christian world view, which upholds the unique dignity and moral worth of human beings, is driving us crazy. Once we knocked our species off its pedestal, it was only logical that we would come to see fauna and flora as entitled to rights. The intellectual elites were the first to accept the notion of "species-ism," which condemns as invidious discrimination treating people differently from animals simply because they are human beings. Then ethical criteria were needed for assigning moral worth to individuals, be they human, animal, or now vegetable. Rising to the task, leading bioethicists argue that for a human, value comes from possessing sufficient cognitive abilities to be deemed a "person." This excludes the unborn, the newborn, and those with significant cognitive impairments, who, personhood theorists believe, do not possess the right to life or bodily integrity. This thinking has led to the advocacy in prestigious medical and bioethical journals of using profoundly brain impaired patients in medical experimentation or as sources of organs. The animal rights movement grew out of the same poisonous soil. Animal rights ideology holds that moral worth comes with sentience or the ability to suffer. Thus, since both animals and humans feel pain, animal rights advocates believe that what is done to an animal should be judged morally as if it were done to a human being. Some ideologues even compare the Nazi death camps to normal practices of animal husbandry. For example, Charles Patterson wrote in Eternal Treblinka--a book specifically endorsed by People for the Ethical Treatment of Animals--that "the road to Auschwitz begins at the slaughterhouse." Eschewing humans as the pinnacle of "creation" (to borrow the term used in the Swiss constitution) has caused environmentalism to mutate from conservationism--a concern to properly steward resources and protect pristine environs and endangered species--into a willingness to thwart human flourishing to "save the planet." Indeed, the most radical "deep ecologists" have grown so virulently misanthropic that Paul Watson, the head of the Sea Shepherd Conservation Society, called humans "the AIDS of the earth," requiring "radical invasive therapy" in order to reduce the population of the earth to under a billion. As for "plant rights," if the Swiss model spreads, it may hobble biotechnology and experimentation to improve crop yields. As an editorial in Nature News put it: The [Swiss] committee has come up with few concrete examples of what type of experiment might be considered an unacceptable insult to plant dignity. Thecommittee does not consider that genetic engineering of plants automatically falls into this category, but its majority view holds that it would if the genetic modification caused plants to "lose their independence"--for example by interfering with their capacity to reproduce.

 

Biogenetic Crops save billions

Reason 2K 

(Ronald Bailey, Interview with Norman Borlaug: Noble Peace Price Winner and Professor at Texas A & M University, “Billions Served”, Aprilhttp://www.reason.com/news/show/27665.html)
 
Despite occasional local famines caused by armed conflicts or political mischief, food is more abundant and cheaper today than ever before in history, due in large part to the work of Borlaug and his colleagues. More than 30 years ago, Borlaug wrote, "One of the greatest threats to mankind today is that the world may be choked by an explosively pervading but well camouflaged bureaucracy." As REASON's interview with him shows, he still believes that environmental activists and their allies in international agencies are a threat to progress on global food security. Barring such interference, he is confident that agricultural research, including biotechnology, will be able to boost crop production to meet the demand for food in a world of 8 billion or so, the projected population in 2025. Meanwhile, media darlings like Worldwatch Institute founder Lester Brown keep up their drumbeat of doom. In 1981 Brown declared, "The period of global food security is over." In 1994, he wrote, "The world's farmers can no longer be counted on to feed the projected additions to our numbers." And as recently as 1997 he warned, "Food scarcity will be the defining issue of the new era now unfolding, much as ideological conflict was the defining issue of the historical era that recently ended." Borlaug, by contrast, does not just wring his hands. He still works to get modern agricultural technology into the hands of hungry farmers in the developing world. Today, he is a consultant to the International Maize and Wheat Center in Mexico and president of the Sasakawa Africa Association, a private Japanese foundation working to spread the Green Revolution to sub-Saharan Africa. REASON Science Correspondent Ronald Bailey met with Borlaug at Texas A&M, where he is Distinguished Professor in the Soil and Crop Sciences Department and still teaches classes on occasion. Despite his achievements, Borlaug is a modest man who works out of a small windowless office in the university's agricultural complex. A few weeks before the interview, Texas A&M honored Borlaug by naming its new agricultural biotechnology center after him. "We have to have this new technology if we are to meet the growing food needs for the next 25 years," Borlaug declared at the dedication ceremony. If the naysayers do manage to stop agricultural biotech, he fears, they may finally bring on the famines they have been predicting for so long.
Key to space col—

Animal experimentation and exploitation is critical to NASA zero-gravity birthing tests that are a pre-requisite to space colonization. 

Lakdawala 2K 

(Seema, BORN IN SPACE 3..2..1..BLASTOFF, http://www.cse.emory.edu/sciencenet/undergrad/SURE/Articles/2000_art_lakdawala.html)
 
Human kind has always had a need to explore, first the exploration of the new world and now as the majority of the world has been explored and mapped, we have set our sights a bit higher. We now have a craving for the outer limits; exploration of the solar systems of other galaxies isn’t very far away. Along with exploration comes colonization. As space exploration increases, the need for colonization will come soon. We have already begun taking preliminary steps with the NASA Space Station. Hopefully the Medaka fish birth and the research on zebra fish will give us the key we need to understand how to make it possible for future vertebrate animals to be born in space.
 
Colonization solves inevitable extinction. 

Matheny ‘7 

(Jason, PhD Student in School of Public Health @ Johns Hopkins, Risk Analysis: An International Journal, “Reducing the Risk of Human Extinction”, 27:5, Wiley InterScience)
As for astronomical risks, to escape our sun's death, humanity will eventually need to relocate. If we survive the next century, we are likely to build self-sufficient colonies in space. We would be motivated by self-interest to do so, as asteroids, moons, and planets have valuable resources to mine, and the technological requirements for colonization are not beyond imagination (Kargel, 1994; Lewis, 1996).   Colonizing space sooner, rather than later, could reduce extinction risk (Gott, 1999; Hartmann, 1984; Leslie, 1999), as a species' survivability is closely related to the extent of its range (Hecht, 2006). Citing, in particular, the threat of new biological weapons, Stephen Hawking has said, "I don't think the human race will survive the next thousand years, unless we spread into space. There are too many accidents that can befall life on a single planet" (Highfield, 2001). Similarly, NASA Administrator, Michael Griffin (2006), recently remarked: "The history of life on Earth is the history of extinction events, and human expansion into the Solar System is, in the end, fundamentally about the survival of the species."

2NC

2nc ov 

We link turn the whole case—only decision-making and dialogue allow for effective engagement and advocacy outside of debate

Carolan, professor of sociology – Colorado State University, ‘6

(Michael S., “Ecological Representation in Deliberation: the Contribution of Tactile Spaces,” Environmental Politics, Vol. 15, No. 3, p. 345 – 361, June)

Mark Warren (1996: 242) once wrote, speaking of the value of a deliberative political process:

Democracy works poorly when individuals hold preferences and make judgments in isolation from one another, as they often do in today’s liberal democracies. When individuals lack the opportunities, incentives, and necessities to test, articulate, defend, and ultimately act on their judgments, they will also be lacking in empathy for others, poor in information, and unlikely to have the critical skills necessary to articulate, defend, and revise their views. [my emphasis]

While much has been written on forming processes of open, empathetic and reasoned talk (what Habermas (1984) calls ‘communicative action’) within the deliberative sphere, attention has yet to centre on the non-communicative aspects of such spaces. Yet, as Warren notes above, deliberation involves more than simply articulating and defending one’s values and knowledge claims. Also important is the testing of those claims and thus allowing individuals to ‘see for themselves’ what works (for the situation at hand) and what does not. As argued earlier, this could prove particularly important when seeking to resolve environmental conflicts, as many of them involve entities and processes that have little meaning to peoples’ everyday lives. In this paper, I provide an example of a space that works to make more intimate and local phenomena that are for many individuals removed from their lived worlds. As illustrated, Seed Savers Exchange creates this tactile space by translating things such as ‘genes’ and ‘biodiversity’ within agriculture into tangible arraignments that people can walk through, touch, smell, hear and even (in some cases) taste. In so doing, it exposes its visitors to a much richer form of knowing than if they were simply to read or be told about such phenomena in a non-tactile, passive way.

Within such a space, individuals could thus ‘see’ and ‘test’ for themselves competing knowledge claims, actions that, in the end, further enrich the deliberative processes. Such a space would also generate grounds for a more legitimate and trustworthy decision-making structure, for as individuals come to experience the phenomena under debate as having meaning to their everyday lives they will also more probably feel a greater embeddedness in the decision-making process itself.

AT: K of Rez

Obviously words have no absolute meaning, but it’s possible to assign meaning – evaluate language situationally: that is, words can have meaning in the debate context***

Knops, Sociology – University of Birmingham, ‘7
(Andrew, “Debate: Agonism as Deliberation – On Mouffe's Theory of Democracy,” Journal of Political Philosophy, Vol. 15, Iss. 1, March)

As Pitkin explains, Wittgenstein's version of language suggests that we learn terms through practice. The traditional account of language learning views it as the process of associating a term, for example a name, with a particular object or picture of that object in our heads. We can then apply that name when we encounter the object again. We associate a definition with that name, and it becomes a label for the object.5 While language can be learned and used in this way, Wittgenstein argues that this is a very limited account, which only explains a small section of what we use language to do. What about learning the words ‘trust’, ‘spinster’ or ‘envy’?6 He therefore develops a more comprehensive account of language learning which sees it as a particular practice. We learn to use a particular phrase in a particular context. Having heard its use in a context before, we hear it repeated in similar circumstances. We therefore learn to associate it with aspects of those circumstances, and to reproduce and use it in those circumstances for ourselves. So, for example, the (polite!) child learns that “Please may I have the marmalade?” results in the person who uttered it being passed the marmalade. They make the same sounds, and they are themselves passed the marmalade. They later learn that “Please may I have the jam?” leads to their being passed the jam. Finally, they understand that “Please may I have x?” will lead to their being given whatever they choose to substitute for x. This example is helpful because it shows how the meaning of a word can be refined through its use. It may be that a child initially only associates “Please may I have . . .” with marmalade. It is only when the same words are used to elicit the passing of another object – in our example, jam – that they associate it with that other object, and then eventually, after several iterations, with any object. This process may also involve them using the phrase, and projecting it into new contexts of their own. It may also, of course, involve them making mistakes, which are then corrected. Because words are developed through repeated use in this way, they rarely have settled meanings. By applying them to new contexts, we can use them to focus on different aspects of meaning. Pitkin suggests the example of ‘feed the monkey’ and ‘feed the meter’.7 Prior to such application, however, we may only have had a vague idea of the word's meaning, gathered through past usage. In most, if not all, cases this process is ongoing. So words are learned through a kind of ‘training’ or ‘practice’, and learning or understanding a word is an activity that involves using the word in the correct situation. It is not a case of applying a clear-cut rule to a definite situation.8 Because words develop through practices and their use in particular situations, and in many cases we continue to develop their meaning through such use, very rarely will a term have a single, fixed meaning. Rather, Wittgenstein argues, the different situations in which such a general term is used are like separate language games. Just like moves in a game, words that have meaning when used in one situation may be meaningless when used in another. For example, we cannot talk of ‘checking the King’ in football. While there are connections between games, they are linked like members of a family: some share the same colour eyes, others the same shape of nose, others the same colour hair, but no two members have all the same features.9 Wittgenstein also uses the analogy of an historic city to show how language builds up. While some areas may be uniform, many have been added to higgledy-piggledy, with no clear pattern over how streets are laid out, or which run into which.10 Wittgenstein therefore argues that it is impossible to assimilate the operation of all language to a single model, such as the ‘picture theory’ or label model of meaning. Different language games have different rules, and we can only discover these by investigating particular practices of use in specific cases.11 However, Wittgenstein concedes that there must be some kind of regularity to our use of words. Without some form of consistency, we could not know that our use of a word in a new context was supposed to indicate or evoke a similar context in which the word had been used in the past. That words do so, Wittgenstein argues, is due to their basis in activity– they are used by us in certain situations – and that such use is grounded ultimately in activities that are shared by groups of us, or all of us. Cavell sums this up well when he says: We learn and teach words in certain contexts, and then we are expected, and expect others, to be able to project them into further contexts. Nothing insures that this projection will take place, just as nothing insures that we will make, and understand, the same projections. That on the whole we do is a matter of our sharing routes of interest and feeling, modes of response, senses of humour and of significance and of fulfilment, of what is outrageous, of what is similar to what else, what a rebuke, what forgiveness, of when an utterance is an assertion, when an appeal, when an explanation – all the whirl of organism Wittgenstein calls ‘forms of life’.12 These forms of life are not so much constituted by, but constitute, language. They serve as its ‘ground’. Therefore, although the process of explaining a term, and of reasoning in language, may continue up to a point, it will always come to an end and have to confront simple agreement in activity, ways of going on, or forms of life. Mouffe sees this account as ruling out the possibility of rational consensus. Following Tully, she argues that the fact that arguments are grounded in agreement in forms of life, which constitute a form of practice marking the end point of explanation or reasons, means that all attempts at rational argument must contain an irrational, practical element.13 Neither is it possible to suggest, as she accuses Peter Winch of doing, that we can see forms of life as some underlying regularity, which argument or reasoning can then make explicit. Again with Tully, she contends that the ‘family resemblance’ or ‘historic city’ analogy for the development of language shows it to be far too varied and idiosyncratic for such an account.14 Yet I would like to argue that Wittgenstein's theory as characterised above does not rule out rational argument, and the possibility of consensus, at least in principle. Wittgenstein himself characterises the offering of reasons as a kind of ‘explanation’. This much is granted by Tully.15 Explanations are requested by someone unfamiliar with a practice, who would like to understand that practice. Wittgenstein sees this as a completely legitimate use of language and reason.16 This is not surprising, as this process of explanation is precisely the form of language learning that he sets out. A person uses a term based on their understanding of its use from their past experiences. This projection either meets with the predicted response, or a different one. If the latter, the person modifies their understanding of the term. It is only when we go further, and assume that there can be an explanation for every kind of confusion, every kind of doubt, that we get into trouble.17 But this is precisely not what a deliberative theory of reasoning holds. A deliberative theory of reasoning models communicative reason – reason used to develop mutual understanding between two or more human beings. To this extent, the truths that it establishes are relative, though intersubjective. They hold, or are useful for, the collectivity that has discursively constructed them. They do not claim to be objective in an absolute sense, although the concept can be extended, in theory, to cover all people and hence to arrive as closely as possible to the notion of an absolute. The process that Habermas calls ‘practical discourse’18 and the process that Wittgenstein calls ‘explanation’ are basically one and the same. Both are synonyms for deliberation. Habermas sees the essentially rational nature of language as the capacity for a statement to be rejected, in the simplest case with a ‘no’.19 It is with this response that the request for reasons, latent in all rational statements, is activated.20 If we widen the sense of rejection meant by Habermas beyond the paradigm case of the utterance of a ‘no’ to the broader case of a failure to elicit an expected response, we can see the similarities between Habermas’ notion of deliberation and Wittgenstein's concept of explanation. Like Wittgenstein, Habermas sees ‘normal’ language use as taking place against a backdrop of conventionally shared meanings or understandings.21 It is only when this assumption breaks down, when the response differs from what was expected, that deliberation is required. Shared understandings and usage are established anew, through a dialogical sharing of reasons, or explanations, which repairs the assumption that we do use these words in similar ways.22
at: limits bad

Refusing limits is totalitarian – endless criticism will crowd out diversity and radical change

Feldman, Assoc Prof Management Policy – Case Western U, ‘98
(Steven P, “Playing with the Pieces: Deconstruction and the Loss of Moral Culture,” Journal of Management Studies Vol. 35 Iss. 1, p. 59-79) 

Cultural authority imposes upon its members the awesome dichotomy between a meaningful and a meaningless life (Rieff, 1987). Postmodernists, in scorning cultural authority, are opposing the dynamics of culture. Culture opposes the primacy of possibility -- that is, the ability of man/woman to express everything and therefore nothing. Culture acts through authority to narrow possible meanings. Narrowing meaning is the dynamic of culture. Without this dynamic, culture cannot exist. This is not totalitarian oppression. Totalitarianism operates to destroy meaning in order to annihilate even the possibility of principled resistance. That is what is totalizing about totalitarianism (Arendt, 1950). Authority, on the contrary, is always given, or it is fraudulent (Rieff, 1985). Authority is given not because people are dupes, tricked into controlling themselves for some systemic conspiracy, but because through the hierarchical ordering of culture they find their way to purposeful behaviour (Durkheim, [1925] 1973) and a feeling of self-respect that makes life meaningful and worthwhile (Cooley, 1922; Rieff, 1985; Sullivan, 1950). Authority, then, is essential to culture. It protects social life from the primacy of possibility that surrounds every culture. Possibility is the opposite of cultural authority. Cultural diversity cannot be an unlimited goal; its limitation is the central problem of culture (Plato, 1968). No culture can tolerate unlimited diversity without being destroyed. Diversity can only exist inside a culture as a limited range of possibility. Without this 'imaginary wall', individual and social purpose is impossible (Durkheim, [1925] 1973). Deprivation must be the first and final function of culture. Likewise, a culture composed of continuous criticism cannot possibly carry out its meaning--defining function. To exist, culture must in some respects remain beyond criticism. The notion of being beyond criticism is unthinkable to the modern mind, with its depthless distrust of authority. This is why faith is not even conceived of as a possibility in the modern--postmodern debate between realism and relativism. The repression of faith evidences not only the endless transitional condition of modern social life, but precisely the fallacy of postmodern 'openness'. Complete openness, like complete individuality, is impossible. Postmodernism is, ironically, an example of cultural repression. To be meaningful, culture must repress what it is not. Postmodernism must repress the idea of faith, because the mere idea of being beyond doubt is contradictory to the postmodern vision of cultural openness. This is why the postmodern discussion stops at belief: belief can be doubted, faith cannot. Herein lies the problem of management ethics. Without a collective capacity for enduring commitment, management ethics becomes vulnerable to the endless rationalizations of the critical intellect. Parker's (1995b) ambivalent search for truth (faith) was intolerable to the critical intellects of his colleagues. Where Parker sought truth, they could only feel/see power: '[W]here, oh where, is some recognition of the role of power?' (Carter, 1995, p. 574). Power is to criticism what truth is to faith. Only truth can stabilize a management ethics. 

at: roleplay = passivity

DEBATE roleplay specifically activates agency

Hanghoj 8

http://static.sdu.dk/mediafiles/Files/Information_til/Studerende_ved_SDU/Din_uddannelse/phd_hum/afhandlinger/2009/ThorkilHanghoej.pdf

 Thorkild Hanghøj, Copenhagen, 2008 
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 Thus, debate games require teachers to balance the centripetal/centrifugal forces of gaming and teaching, to be able to reconfigure their discursive authority, and to orchestrate the multiple voices of a dialogical game space in relation to particular goals. These Bakhtinian perspectives provide a valuable analytical framework for describing the discursive interplay between different practices and knowledge aspects when enacting (debate) game scenarios. In addition to this, Bakhtin’s dialogical philosophy also offers an explanation of why debate games (and other game types) may be valuable within an educational context. One of the central features of multi-player games is that players are expected to experience a simultaneously real and imagined scenario both in relation to an insider’s (participant) perspective and to an outsider’s (co-participant) perspective. According to Bakhtin, the outsider’s perspective reflects a fundamental aspect of human understanding: In order to understand, it is immensely important for the person who understands to be located outside the object of his or her creative understanding – in time, in space, in culture. For one cannot even really see one's own exterior and comprehend it as a whole, and no mirrors or photographs can help; our real exterior can be seen and understood only by other people, because they are located outside us in space, and because they are others (Bakhtin, 1986: 7). As the quote suggests, every person is influenced by others in an inescapably intertwined way, and consequently no voice can be said to be isolated. Thus, it is in the interaction with other voices that individuals are able to reach understanding and find their own voice. Bakhtin also refers to the ontological process of finding a voice as “ideological becoming”, which represents “the process of selectively assimilating the words of others” (Bakhtin, 1981: 341). Thus, by teaching and playing debate scenarios, it is possible to support students in their process of becoming not only themselves, but also in becoming articulate and responsive citizens in a democratic society. 

AT: Spanos

Switch side debate is good

Koehle 10

Joe Koehle, Phd candidate in communications at Kansas, former West Georgia debater

http://mccfblog.org/actr/wp-content/uploads/2010/12/Koehle_Paper_ACTR-editedPDF.pdf.

 Much like criticism of the sophists has persisted throughout time; criticism of switch side debate has been a constant feature since the advent of tournament-style debating. Harrigan documents how numerous these criticisms have been in the last century, explaining that Page 15 Koehle 15 complaints about the mode of debate are as old as the activity itself (9). The most famous controversy over modern switch side debate occurred in 1954, when the U.S. military academies and the Nebraska teachers‟ colleges decided to boycott the resolution: “Resolved: That the United States should extend diplomatic relations to the communist government of China.” The schools that boycotted the topic argued that it was ethically and educationally indefensible to defend a recognition of communists, and even went so far as to argue that “a pro-recognition stand by men wearing the country‟s uniforms would lead to misunderstanding on the part of our friends and to distortion by our enemies” (English et al. 221). Switch side debate was on the defensive, and debate coaches of the time were engaged in virulent debate over the how to debate. The controversy made the national news when the journalist Edward Murrow became involved and opined on the issue in front of millions of TV viewers. English et al. even go so far as to credit the “debate about debate” with helping accelerate the implosion of the famous red- baiting Senator Joseph McCarthy (222). The debate about debate fell back out of the national spotlight after the high-profile incident over the China resolution, but it never ended in the debate community itself. The tenor of the debate reached a fever pitch when outright accusations of modern sophistry (the bad kind) were published in the Spring 1983 edition of the National Forensic Journal, when Bernard K. Duffy wrote, “The Ethics of Argumentation in Intercollegiate Debate: A Conservative Appraisal.” Echoing the old Platonic argument against sophistic practice, Duffy argued that switch side debate has ignored ethical considerations in the pursuit of teaching cheap techniques for victory (66). The 1990‟s saw a divergence of criticisms into two different camps. The first camp was comprised of traditional critics who argued that debate instruction and practice promoted form over substance. For example, a coach from Boston College lamented that absent a change,  “Debate instructors and their students will become the sophists of our age, susceptible to the traditional indictments elucidated by Isocrates and others” (Herbeck). Dale Bertelstein published a response to the previously cited article by Muir about switch side debate that launched into an extended discussion of debate and sophistry. This article continued the practice of coaches and communications scholars developing and applying the Platonic critique of the sophists to contemporary debate practices. Alongside this traditional criticism a newer set of critiques of switch side debate emerged. Armed with the language of Foucauldian criticism, Critical Legal Studies, and critiques of normativity and statism, many people who were uncomfortable with the debate tradition of arguing in favor of government action began to question the reason why one should ever be obliged to advocate government action. They began to argue that switch side debate was a mode of debate that unnecessarily constrained people to the hegemony of debating the given topic. These newer criticisms of switch side debate gained even more traction after the year 2000, with several skilled teams using these arguments to avoid having to debate one side of the topic. William Spanos, a professor of English at SUNY Binghamton decided to link the ethos of switch side debate to that of neo-conservatism after observing a debate tournament, saying that “the arrogant neocons who now saturate the government of the Bush…learned their „disinterested‟ argumentative skills in the high school and college debate societies and that, accordingly, they have become masters at disarming the just causes of the oppressed.” (Spanos 467) Contemporary policy debate is now under attack from all sides, caught in its own dissoi logoi. Given the variety of assaults upon switch side debate by both sides of the political spectrum, how can switch side debate be justified? Supporters of switch side debate have made many arguments justifying the value of the practice that are not related to any defense of sophist Page 17 Koehle 17 techniques. I will only briefly describe them so as to not muddle the issue, but they are worthy of at least a cursory mention. The first defense is the most pragmatic reason of all: Mandating people debate both sides of a topic is most fair to participants because it helps mitigate the potential for a topic that is biased towards one side. More theoretical justifications are given, however. Supporters of switch side debate have argued that encouraging students to play the devil‟s advocate creates a sense of self-reflexivity that is crucial to promoting tolerance and preventing dogmatism (Muir 287). Others have attempted to justify switch side debate in educational terms and advocacy terms, explaining that it is a path to diversifying a student‟s knowledge by encouraging them to seek out paths they may have avoided otherwise, which in turn creates better public advocates (Dybvig and Iversen). In fact, contemporary policy debate and its reliance upon switching sides creates an oasis of argumentation free from the demands of advocacy, allowing students to test out ideas and become more well-rounded advocates as they leave the classroom and enter the polis (Coverstone). Finally, debate empowers individuals to become critical thinkers capable of making sound decisions (Mitchell, “Pedagogical Possibilities”, 41).  

at: fairness/predictability = elitist

Predictability maintains meaningful politics and empathy even if their DA is correct

Massaro, Prof Law – Florida, ’89 

(Toni M, 87 Mich. L. Rev. 2099)

Yet despite their acknowledgment that some ordering and rules are necessary, empathy proponents tend to approach the rule-of-law model as a villain. Moreover, they are hardly alone in their deep skepticism about the rule-of-law model. Most modern legal theorists question the value of procedural regularity when it denies substantive justice. 52 Some even question the whole notion of justifying a legal [*2111] decision by appealing to a rule of law, versus justifying the decision by reference to the facts of the case and the judges' own reason and experience. 53 I do not intend to enter this important jurisprudential debate, except to the limited extent that the "empathy" writings have suggested that the rule-of-law chills judges' empathic reactions. In this regard, I have several observations. My first thought is that the rule-of-law model is only a model. If the term means absolute separation of legal decision and "politics," then it surely is both unrealistic and undesirable. 54 But our actual statutory and decisional "rules" rarely mandate a particular (unempathetic) response. Most of our rules are fairly open-ended. "Relevance," "the best interests of the child," "undue hardship," "negligence," or "freedom of speech" -- to name only a few legal concepts -- hardly admit of precise definition or consistent, predictable application. Rather, they represent a weaker, but still constraining sense of the rule-of-law model. Most rules are guidelines that establish spheres of relevant conversation, not mathematical formulas. Moreover, legal training in a common law system emphasizes the indeterminate nature of rules and the significance of even subtle variations in facts. Our legal tradition stresses an inductive method of discovering legal principles. We are taught to distinguish different "stories," to arrive at "law" through experience with many stories, and to revise that law as future experience requires. Much of the effort of most first-year law professors is, I believe, devoted to debunking popular lay myths about "law" as clean-cut answers, and to illuminate law as a dynamic body of policy determinations constrained by certain guiding principles. 55 As a practical matter, therefore, our rules often are ambiguous and fluid standards that offer substantial room for varying interpretations. The interpreter, usually a judge, may consult several sources to aid in decisionmaking. One important source necessarily will be the judge's own experiences -- including the experiences that seem to determine a person's empathic capacity. In fact, much ink has been spilled to illuminate that our stated "rules" often do not dictate or explain our legal results. Some writers even have argued that a rule of law may be, at times, nothing more than a post hoc rationalization or attempted legitimization [*2112] of results that may be better explained by extralegal (including, but not necessarily limited to, emotional) responses to the facts, the litigants, or the litigants' lawyers, 56 all of which may go unstated. The opportunity for contextual and empathic decisionmaking therefore already is very much a part of our adjudicatory law, despite our commitment to the rule-of-law ideal. Even when law is clear and relatively inflexible, however, it is not necessarily "unempathetic." The assumed antagonism of legality and empathy is belied by our experience in rape cases, to take one important example. In the past, judges construed the general, open-ended standard of "relevance" to include evidence about the alleged victim's prior sexual conduct, regardless of whether the conduct involved the defendant. 57 The solution to this "empathy gap" was legislative action to make the law more specific -- more formalized. Rape shield statutes were enacted that controlled judicial discretion and specifically defined relevance to exclude the prior sexual history of the woman, except in limited, justifiable situations. 58 In this case, one can make a persuasive argument not only that the rule-of-law model does explain these later rulings, but also that obedience to that model resulted in a triumph for the human voice of the rape survivor. Without the rule, some judges likely would have continued to respond to other inclinations, and admit this testimony about rape survivors. The example thus shows that radical rule skepticism is inconsistent with at least some evidence of actual judicial behavior. It also suggests that the principle of legality is potentially most critical for people who are least understood by the decisionmakers -- in this example, women -- and hence most vulnerable to unempathetic ad hoc rulings. A final observation is that the principle of legality reflects a deeply ingrained, perhaps inescapable, cultural instinct. We value some procedural regularity -- "law for law's sake" -- because it lends stasis and structure to our often chaotic lives. Even within our most intimate relationships, we both establish "rules," and expect the other [*2113] party to follow them. 59 Breach of these unspoken agreements can destroy the relationship and hurt us deeply, regardless of the wisdom or "substantive fairness" of a particular rule. Our agreements create expectations, and their consistent application fulfills the expectations. The modest predictability that this sort of "formalism" provides actually may encourage human relationships. 60

Case

Yes your OOO – this is all frankly pretty opaque, so the burden’s on them to prove their distinction’s make a difference.

Wolfendale 12

http://speculations.squarespace.com/storage/Noumenons%20New%20Clothes_Pt1_Wolfendale.pdf
I'm in the process of finishing my PhD at the University of Warwick. I have a broad base of philosophical interests that span both the analytic (e.g., inferentialist philosophy of language) and continental traditions (e.g., deleuzian process metaphysics). I do not see myself as 'bridging' the divide between traditions as much as simply doing my best to act as if it isn't there. My current interests focus upon the methodological interface between the philosophy of rationality and metaphysics. In this I am heavily influenced by both Kant and Sellars, but I draw many of my resources from the post-Kantian work of Heidegger and the post-Sellarsian work of Brandom. My ultimate goal is to elaborate a systematic transcendental approach to the philosophy of rationality (which I call fundamental deontology) which can then be used as the basis for the critical delimitation of metaphysics as an a posteriori form of inquiry continuous with empirical science.

I will plead forgiveness for my bombast, but there is a certain grandeur to the pronouncements regarding the emergence of OOO as a philosophical movement that demands parody, and I hope this can be taken in good spirit, as a sort of gesture to clear the air. I have every intention of taking these pronouncements as seriously as possible, and perhaps even more seriously than they are intended. Graham Harman, the erstwhile leader of this most vocal faction of what was once, fleetingly, called Speculative Realism (SR), has often expressed a preference for what he calls hyperbolic readings of philosophies.2 The idea here is to imagine the relevant philosophy in a position of nigh-unassailable strength, so as to tease out what would be missing from a world in which it had become dominant. To imagine a given philosophical tendency actually winning the discursive battles in which it is engaged is to treat it with the utmost seriousness. It is to treat it as a genuine contender for truth, whose claims to truth are sincere enough to be taken at face value. This is the kind of respect that any serious philosophical position should be treated with, and this goes double for nascent philosophical movements that claim to have both wide ranging implications and applications. The aim of this paper is to take OOO seriously, and to treat it with at least this level of respect (my initial parody aside).

Who knows – absent any criteria for epistemology, their metaphysics isn’t falsifiable

Wolfendale 12

http://speculations.squarespace.com/storage/Noumenons%20New%20Clothes_Pt1_Wolfendale.pdf
I'm in the process of finishing my PhD at the University of Warwick. I have a broad base of philosophical interests that span both the analytic (e.g., inferentialist philosophy of language) and continental traditions (e.g., deleuzian process metaphysics). I do not see myself as 'bridging' the divide between traditions as much as simply doing my best to act as if it isn't there. My current interests focus upon the methodological interface between the philosophy of rationality and metaphysics. In this I am heavily influenced by both Kant and Sellars, but I draw many of my resources from the post-Kantian work of Heidegger and the post-Sellarsian work of Brandom. My ultimate goal is to elaborate a systematic transcendental approach to the philosophy of rationality (which I call fundamental deontology) which can then be used as the basis for the critical delimitation of metaphysics as an a posteriori form of inquiry continuous with empirical science.

Even more worryingly perhaps, we are left wondering why me must affirm the reality of discreteness at all, rather than some singular Apeiron underlying a plurality of discrete appearances. Harman’s own analysis of appearance cannot but dissolve the “glaringly obvious fact” of discreteness that he himself held up against Heidegger’s purported holism. His radical dissociation of the individuation of sensual objects from the individuation of real objects precludes appealing to apparent discreteness to prove real discreteness, and thereby undermines his seemingly radical individualism. If we cannot know anything about the criteria of individuation of real objects, then we are left with the real possibility that there might just be one.
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Framework

No extinction

Easterbrook 3 (Gregg, senior fellow at the New Republic, “We're All Gonna Die!”, http://www.wired.com/wired/archive/11.07/doomsday.html?pg=1&topic=&topic_set=)
If we're talking about doomsday - the end of human civilization - many scenarios simply don't measure up. A single nuclear bomb ignited by terrorists, for example, would be awful beyond words, but life would go on. People and machines might converge in ways that you and I would find ghastly, but from the standpoint of the future, they would probably represent an adaptation. Environmental collapse might make parts of the globe unpleasant, but considering that the biosphere has survived ice ages, it wouldn't be the final curtain. Depression, which has become 10 times more prevalent in Western nations in the postwar era, might grow so widespread that vast numbers of people would refuse to get out of bed, a possibility that Petranek suggested in a doomsday talk at the Technology Entertainment Design conference in 2002. But Marcel Proust, as miserable as he was, wrote Remembrance of Things Past while lying in bed.
owen

It causes academic regression and can’t explain things

Owen 2 (David, professor of social and political philosophy and deputy director of the Centre for Philosophy and Value at the University of Southampton, “Re-orienting International Relations: On Pragmatism, Pluralism and Practical Reasoning”, Millennium - Journal of International Studies 2002 31: 653)

The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind.

The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity.
The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.

Util 1st 

We link turn flattening
Cummisky, 96 (David, professor of philosophy at Bates, Kantian Consequentialism, p. 131)

Finally, even if one grants that saving two persons with dignity cannot outweigh and compensate for killing one—because dignity cannot be added and summed in this way—this point still does not justify deontologieal constraints. On the extreme interpretation, why would not killing one person be a stronger obligation than saving two persons? If I am concerned with the priceless dignity of each, it would seem that 1 may still saw two; it is just that my reason cannot be that the two compensate for the loss of the one. Consider Hills example of a priceless object: If I can save two of three priceless statutes only by destroying one. Then 1 cannot claim that saving two makes up for the loss of the one. But Similarly, the loss of the two is not outweighed by the one that was not destroyed. Indeed, even if dignity cannot be simply summed up. How is the extreme interpretation inconsistent with the idea that I should save as many priceless objects as possible? Even if two do not simply outweigh and thus compensate for the lass of the one, each is priceless: thus, I have good reason to save as many as I can. In short, it is not clear how the extreme interpretation justifies the ordinary killing'letting-die distinction or even how it conflicts with the conclusion that the more persons with dignity who are saved, the better.*

impact calc

Extinction outweighs everything—it’s not even close. 

Bostrom 11 – 

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“Existential Risk: The most important task for all humanity” Draft of a Paper published on ExistentialRisk.com, http://www.existential-risk.org/concept.html)AS
But even this reflection fails to bring out the seriousness of existential risk. What makes existential catastrophes especially bad is not that they would show up robustly on a plot like the one in figure 3, causing a precipitous drop in world population or average quality of life. Instead, their significance lies primarily in the fact that they would destroy the future. The philosopher Derek Parfit made a similar point with the following thought experiment: I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think. Compare three outcomes: (1) Peace. (2) A nuclear war that kills 99% of the world’s existing population. (3) A nuclear war that kills 100%. (2) would be worse than (1), and (3) would be worse than (2). Which is the greater of these two differences? Most people believe that the greater difference is between (1) and (2). I believe that the difference between (2) and (3) is very much greater. … The Earth will remain habitable for at least another billion years. Civilization began only a few thousand years ago. If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history. The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history. If we compare this possible history to a day, what has occurred so far is only a fraction of a second. (10: 453-454) To calculate the loss associated with an existential catastrophe, we must consider how much value would come to exist in its absence. It turns out that the ultimate potential for Earth-originating intelligent life is literally astronomical. One gets a large number even if one confines one’s consideration to the potential for biological human beings living on Earth. If we suppose with Parfit that our planet will remain habitable for at least another billion years, and we assume that at least one billion people could live on it sustainably, then the potential exist for at least 1018 human lives. These lives could also be considerably better than the average contemporary human life, which is so often marred by disease, poverty, injustice, and various biological limitations that could be partly overcome through continuing technological and moral progress. However, the relevant figure is not how many people could live on Earth but how many descendants we could have in total. One lower bound of the number of biological human life-years in the future accessible universe (based on current cosmological estimates) is 1034 years.[7] Another estimate, which assumes that future minds will be mainly implemented in computational hardware instead of biological neuronal wetware, produces a lower bound of 1054 human-brain-emulation subjective life-years (or 1071 basic computational operations).(4)[8] If we make the less conservative assumption that future civilizations could eventually press close to the absolute bounds of known physics (using some as yet unimagined technology), we get radically higher estimates of the amount of computation and memory storage that is achievable and thus of the number of years of subjective experience that could be realized.[9] Even if we use the most conservative of these estimates, which entirely ignores the possibility of space colonization and software minds, we find that the expected loss of an existential catastrophe is greater than the value of 1018 human lives. This implies that the expected value of reducing existential risk by a mere one millionth of one percentage point is at least ten times the value of a billion human lives. The more technologically comprehensive estimate of 1054 human-brain-emulation subjective life-years (or 1052 lives of ordinary length) makes the same point even more starkly. Even if we give this allegedly lower bound on the cumulative output potential of a technologically mature civilization a mere 1% chance of being correct, we find that the expected value of reducing existential risk by a mere one billionth of one billionth of one percentage point is worth a hundred billion times as much as a billion human lives. One might consequently argue that even the tiniest reduction of existential risk has an expected value greater than that of the definite provision of any “ordinary” good, such as the direct benefit of saving 1 billion lives. And, further, that the absolute value of the indirect effect of saving 1 billion lives on the total cumulative amount of existential risk—positive or negative—is almost certainly larger than the positive value of the direct benefit of such an action.[10]
CO2 key to lower food prices

Idso, director of envt science – Peabody Energy, PhD Geography – ASU, Idso, professor – Maricopa County Community College, and Idso, PhD botany – ASU, ‘8
(Craig, Sherwood, and Keith, http://www.co2science.org/articles/V11/N30/EDIT.php)
In a paper published in the Biological Sciences section of the Philosophical Transactions of the Royal Society in July of 2007, Morison et al. report that "agriculture accounts for 80-90% of all freshwater used by humans," that "most of that is in crop production," and that "in many areas, this water use is unsustainable." As a result, they say that "farmers in many countries are now faced with legislative restrictions on use of water," noting that the Chinese government "has set a target of a reduction of 20% in water use in agriculture by the year 2020," such that "if food security for the region is not to be threatened, this must be achieved without a loss in production." 
So how is this global food and water crisis to be met and overcome?
In their many pages of discussion of the subject, the four UK researchers examine the underlying relationships that connect crop carbon uptake, growth and water loss, noting that "much effort is being made to reduce water use by crops and produce 'more crop per drop'." Some of the topics they examine in the course of this discussion are designed to alter various crop characteristics that might possibly increase their water use efficiency, such as by genetic engineering, while others deal with crop management strategies, such as how and when to apply irrigation water.
Clearly, all of these approaches to getting "more crop per drop" out of our agricultural enterprises should be pursued. But what if we had a magical substance we could release to the air that would automatically lead to greater crop yields? And what if it produced those greater crop yields while using less water? And what if the many processes that put this super substance into the air were incredibly useful in their own right ... or even essential, both to our individual well-being and to the security of numerous nations?
Why, everyone would be clamoring for its release to the air, right? Wrong! Al Gore, for one, is adamantly against it. So is James Hansen, as are a host of climate alarmists, all of whom feel that the water-use-efficiency-enhancing carbon dioxide that is released to the air by the burning of coal, gas and oil -- which is no different from what every one of us emits to the atmosphere with every breath we exhale -- should not only not be allowed to continue to rise, but should be stopped in its tracks, all because tenuous speculations spawned by woefully inadequate computer-run climate models suggest that releasing more CO2 into the air will lead to catastrophic global warming.
A tiny hint of what we will experience if Al Gore and his followers have their way with the world is already upon us. It is the soaring price of basic foodstuffs caused by farmers growing biofuels in place of food crops, as well as by the increased price of oil and gas that is needed to produce and move those foods -- and move us as well -- which is caused by a reduction in gas and oil availability that is miniscule compared to what the world's climate alarmists would force us to go without.
Global starvation coming now—causes global tensions and wars in the Middle East and Asia, plus Nile water wars
Walker, President – Population Institute, former President – Population Resource Center, JD – U Illinois School of Law, ‘9
(Robert, http://www.populationinstitute.org/external/files/reports/The_Perfect_Storm_Scenario_for_2030.pdf)

Because of increasing water scarcity, India’s “green revolution” is slowly being reversed;¶ crop yields in northern India have fallen in some areas by 15-20 percent. Desertification¶ and drought are hurting farmers in northern China, and both India and China are now¶ significant importers of grain. Typhoons and rising seas are defeating efforts to boost rice¶ production in Southeast Asia.

On the plus side, crop yields in Argentina, Canada and Russia have improved, dormant¶ farm land has been brought back into production in Ukraine, and farm production has¶ expanded in Brazil, but the global grain harvest has not kept pace with rising demand.¶ Grain prices are soaring. Global grain stocks are exhausted and international relief efforts¶ have been temporarily suspended, because there is no longer enough food in the world.¶ Several grain exporting nations have stopped or limited grain exports in an effort to¶ contain domestic food prices. In the past two years the ranks of the chronically hungry¶ have grown by 500 million, bringing the total to over two billion people worldwide. At¶ least 200 million people are on the verge of starvation. Hundreds of millions more are¶ just one bad harvest away from starvation.

Experts predict that the world will see some short-term relief as many cattle producers¶ liquidate their herds and free up more grain for human consumption, but with the worst¶ effects of climate change yet to be felt, and energy prices still rising, the long term picture¶ is not promising. Leaders of some developing nations are calling for a ban on all meat¶ exports.

The Global Economy

Over the past two decades, China and India have been the “twin engines” of the world¶ economy. While China’s per capita income still lags behind the U.S., its GDP is on the¶ verge of pulling even. Over the past decade, India’s growth rate has overtaken China’s,¶ but growth in both countries has slowed dramatically in the past two years. Because of¶ rising dependence on imports of grain and fossil fuels, the current account surpluses of¶ both nations have shrunk and inflation is on the rise.

The economies of the United States, Japan and much of Europe are stagnant or modestly¶ declining because of falling exports, high energy prices, and rising debt levels. A few¶ countries, most notably Brazil, Canada, Saudi Arabia, Russia and Ukraine, continue to¶ prosper, largely due to revenue from oil or grain exports.¶ Much of the developing world, however, is mired in a deep recession, and experts warn¶ that the number of people living in severe poverty, particularly in urban centers, is¶ escalating rapidly because of the rising costs of flour, rice and other food staples. The¶ number of people living on less than $2 a day is now estimated at 3.2 billion.¶ Unemployment of young adults in many parts of sub-Saharan Africa and South Asia is¶ over 50 percent and growing. Experts warn that a contraction of consumer spending in¶ China and India, combined with trouble in the world’s financial markets, will further¶ exacerbate the recession. According to one leading economist, “Food and energy prices¶ are pushing everything to the brink. It’s hard to see how this has a good outcome.”

The Geopolitical Crisis

Climate change, food shortages, rising energy prices, and water scarcity are destabilizing¶ the world. The number of “failed states” is growing rapidly. Civil unrest has toppled¶ governments in more than a dozen countries in the past year and a dozen more are¶ fighting major insurgencies. As a consequence, the tide of refugees is expanding.¶ Globally almost 50 million people have been displaced by conflict, water scarcity, food¶ shortages and climate change, but their numbers could grow sharply in the years ahead if¶ conditions worsen. By some estimates, another 100 to 150 million could be uprooted by¶ mid-century.

The civil unrest is not confined to the poor developing nations. Two of the world’s major¶ powers, India and China, are battling internal uprisings. Faced with a growing Maoistinspired¶ insurgency along its eastern borders and threats from Islamic terrorists on its¶ Western borders, India is now fighting a two-front war and trying, unsuccessfully, to¶ slow the flow of environmental refugees from Bangladesh. In China, food shortages and¶ rising energy prices have led to rioting in the extreme northern and western provinces.¶ Both nations need to import more food and energy to meet consumer demand.¶ With the price of oil in excess of $200 a barrel, the struggle over oil rights grows more¶ intense. Renewed fighting between rival groups threatens to cut off all Nigerian¶ production. Yemen’s widening civil war has fueled a Shiite rebellion in Saudi Arabia that¶ is threatening the oil fields. In Iraq, there is fighting between Kurds and the central¶ government over the control of the Kirkuk oil fields. Experts warn that further disruptions¶ could boost the price of oil to $300 a barrel, and trigger a worldwide scramble for more¶ oil supplies.

Disputes over water are destabilizing much of the Middle East, which continues to suffer¶ from chronic droughts associated with climate change. The population of Israel,¶ including Gaza and the West Bank, has grown by 5 million people over the past two¶ decades, an increase of over 40 percent, while the populations of Jordan has grown by¶ more than a third. Because of the increasing demands from farmers and residents, the¶ Jordan River is often reduced to a trickle before it reaches the Dead Sea. Farmers on both¶ sides of the Jordan are protesting the tightening water restrictions, and government-togovernment¶ negotiations have failed to reach any agreement.

Unable to import additional grain at today’s prices, Egypt has suspended food subsidies,¶ and major riots have broken out in Cairo. Egypt’s population has grown by more than a¶ third in the last 20 years, but the downstream flow of the Nile River, Egypt’s primary¶ source of water, has been shrinking as large commercial farming operations in Sudan and¶ Ethiopia extract more water from the Nile. Egypt charges Sudan and Ethiopia with¶ violating multilateral water agreements.

The rapidly escalating food crisis has yet to escalate into a major international conflict,¶ but the global scramble for food is ratcheting up international tensions all around the¶ world. In sub-Saharan Africa, governments have been expropriating crops produced by¶ foreign-owned farms and canceling long-term leases of farm land. South Korea urges¶ world governments to withhold foreign assistance from any government that does not¶ honor its long-term leases. Saudi Arabia has gone even further, hinting that military¶ reprisals may be required.

For the third year in a row, rice production in South Asia has fallen as a result of¶ typhoons, rising seas, and related flooding. Vietnam, the world’s biggest rice exporters,¶ has repudiated contracts for the delivery of rice to the Philippines and Indonesia. Severe¶ riots have broken out in Manila, and insurgents, with support from Al Qaeda, now control¶ larges sections of Mindanao. The “rice crisis” is also undermining support for¶ Indonesia’s government, which is fighting a major insurgency that has spread to several¶ islands.

Link debate

Stops fossil fuels
Orths et al ‘10

Hannele Holttinen1, Peter Meibom2, Antje Orths3, Bernhard Lange4, Mark O’Malley5, John Olav Tande6, Ana Estanqueiro7, Emilio Gomez8, Lennart Söder9, Goran Strbac10, J Charles Smith11 and Frans van Hulle12 “Impacts of large amounts of wind power on design and operation of power systems, results of IEA collaboration” WIND ENERGY Wind Energ. 2011; 14:179–192 Published online 16 June 2010 in Wiley Online Library (wileyonlinelibrary.com). 10.1002/we.410, http://onlinelibrary.wiley.com/doi/10.1002/we.410/pdf,

There are already several power systems and control areas coping with large amounts of wind power.2 The experience from Denmark, Spain, Portugal and Ireland that have integrated 13–20% of wind energy (percentage of annual gross demand as energy) show that wind power production will only have to be curtailed (regulated) at some rare instances, and that TSOs need on-line information of both the production and demand levels, as well as respective forecasts in their control rooms. Spain and Portugal have launched centres for distributed energy that convey data to TSOs and can even react to control needs. Suitable grid codes help to further increase the penetration level. All countries with experience on higher penetrations of wind, as well as several others, have implemented fault-ride-through requirements for wind power plants in order to keep a certain level of security of supply.
Wind is the only technology that is fast enough to solve warming—the signal of the plan super-charges solvency. 

GWEC ’12 

(Global Wind Energy Council, “Wind Energy Must be Key Climate Change Solution,” http://www.gwec.net/index.php?id=136)

Climate change is now generally accepted to be the greatest environmental threat facing the world, and keeping our planet’s temperature at sustainable levels has become one of the major concerns of policy makers. The UN’s Intergovernmental Panel on Climate Change projects that average temperatures around the world will increase by up to 5.8°C over the coming century. This is predicted to result in a wide range of climate shifts, including melting ice caps, flooding of low-lying land, storms, droughts and violent changes in weather patterns. One of the main messages from the Nobel Prize winning IPCC’s 4th Assessment Report released in 2007 was that in order to avoid the worst ravages of climate change, global greenhouse gas emissions must peak and begin to decline before 2020. While the power sector is far from being the only culprit when it comes to climate change, it is the largest single source of emissions, accounting for about 40% of CO2 emissions, and about 25% of overall emissions. The options for making major emissions reductions in the power sector between now and 2020 are basically three: energy efficiency and conservation; fuel switching from coal to gas; and renewable energy, primarily wind power. Wind power does not emit any climate change inducing carbon dioxide nor other air pollutants which are polluting the major cities of the world and costing billions in additional health costs and infrastructure damage. Within three to six months of operation, a wind turbine has offset all emissions caused by its construction, to run virtually carbon free for the remainder of its 20 year life. Further, in an increasingly carbon-constrained world, wind power is risk-free insurance against the long term downside of carbon intense investments. Given the crucial timeframe up to 2020 during which global emission must start to decline, the speed of deployment of wind farms is of key importance in combating climate change. Building a conventional power plant can take 10 or 12 years or more, and until it is completed, no power is being generated. Wind power deployment is measured in months, and a half completed wind farm is just a smaller power plant, starting to generate power and income as soon as the first turbines are connected to the grid. The global wind industry has set itself a target of saving 1.5 billion tons of CO2 per year by 2020, which would amount to a total of 10 billion tons saved in this period. See Global Wind 2008 Outlook for GWEC's scenarios of wind energy development up to 2050. 
AT we don’t know how the climate works

Warming is real and anthropogenic – best climate data and models
Mueller 12 (The New York Times, Richard A. Mueller, July 28, 2012, “The Conversion of a Climate Change Skeptic” Richard A. Muller, a professor of physics at the University of California, Berkeley, and a former MacArthur Foundation fellow, is the author, most recently, of “Energy for Future Presidents: The Science Behind the Headlines.” http://www.nytimes.com/2012/07/30/opinion/the-conversion-of-a-climate-change-skeptic.html?_r=1&pagewanted=all)
CALL me a converted skeptic. Three years ago I identified problems in previous climate studies that, in my mind, threw doubt on the very existence of global warming. Last year, following an intensive research effort involving a dozen scientists, I concluded that global warming was real and that the prior estimates of the rate of warming were correct. I’m now going a step further: Humans are almost entirely the cause. My total turnaround, in such a short time, is the result of careful and objective analysis by the Berkeley Earth Surface Temperature project, which I founded with my daughter Elizabeth. Our results show that the average temperature of the earth’s land has risen by two and a half degrees Fahrenheit over the past 250 years, including an increase of one and a half degrees over the most recent 50 years. Moreover, it appears likely that essentially all of this increase results from the human emission of greenhouse gases. These findings are stronger than those of the Intergovernmental Panel on Climate Change, the United Nations group that defines the scientific and diplomatic consensus on global warming. In its 2007 report, the I.P.C.C. concluded only that most of the warming of the prior 50 years could be attributed to humans. It was possible, according to the I.P.C.C. consensus statement, that the warming before 1956 could be because of changes in solar activity, and that even a substantial part of the more recent warming could be natural. Our Berkeley Earth approach used sophisticated statistical methods developed largely by our lead scientist, Robert Rohde, which allowed us to determine earth land temperature much further back in time. We carefully studied issues raised by skeptics: biases from urban heating (we duplicated our results using rural data alone), from data selection (prior groups selected fewer than 20 percent of the available temperature stations; we used virtually 100 percent), from poor station quality (we separately analyzed good stations and poor ones) and from human intervention and data adjustment (our work is completely automated and hands-off). In our papers we demonstrate that none of these potentially troublesome effects unduly biased our conclusions. The historic temperature pattern we observed has abrupt dips that match the emissions of known explosive volcanic eruptions; the particulates from such events reflect sunlight, make for beautiful sunsets and cool the earth’s surface for a few years. There are small, rapid variations attributable to El Niño and other ocean currents such as the Gulf Stream; because of such oscillations, the “flattening” of the recent temperature rise that some people claim is not, in our view, statistically significant. What has caused the gradual but systematic rise of two and a half degrees? We tried fitting the shape to simple math functions (exponentials, polynomials), to solar activity and even to rising functions like world population. By far the best match was to the record of atmospheric carbon dioxide, measured from atmospheric samples and air trapped in polar ice. Just as important, our record is long enough that we could search for the fingerprint of solar variability, based on the historical record of sunspots. That fingerprint is absent. Although the I.P.C.C. allowed for the possibility that variations in sunlight could have ended the “Little Ice Age,” a period of cooling from the 14th century to about 1850, our data argues strongly that the temperature rise of the past 250 years cannot be attributed to solar changes. This conclusion is, in retrospect, not too surprising; we’ve learned from satellite measurements that solar activity changes the brightness of the sun very little. How definite is the attribution to humans? The carbon dioxide curve gives a better match than anything else we’ve tried. Its magnitude is consistent with the calculated greenhouse effect — extra warming from trapped heat radiation. These facts don’t prove causality and they shouldn’t end skepticism, but they raise the bar: to be considered seriously, an alternative explanation must match the data at least as well as carbon dioxide does. Adding methane, a second greenhouse gas, to our analysis doesn’t change the results. Moreover, our analysis does not depend on large, complex global climate models, the huge computer programs that are notorious for their hidden assumptions and adjustable parameters. Our result is based simply on the close agreement between the shape of the observed temperature rise and the known greenhouse gas increase.
CO2 causes warming–satellite radiation measurements and global heat content

Nuccitelli 11 

(Dana Nuccitelli is an environmental scientist at a private environmental consulting firm in the Sacramento, California area. He has a Bachelor's Degree in astrophysics from the University of California at Berkeley, and a Master's Degree in physics from the University of California at Davis. He has been researching climate science, economics, and solutions as a hobby since 2006, and has contributed to Skeptical Science since September, 2010., 12/10/2012, "How do we know more CO2 is causing warming?", www.skepticalscience.com/empirical-evidence-for-co2-enhanced-greenhouse-effect-intermediate.htm)

An enhanced greenhouse effect from CO2 has been confirmed by multiple lines of empirical evidence. Satellite measurements of infrared spectra over the past 40 years observe less energy escaping to space at the wavelengths associated with CO2. Surface measurements find more downward infrared radiation warming the planet's surface. This provides a direct, empirical causal link between CO2 and global warming. The greenhouse gas qualities of carbon dioxide have been known for over a century. In 1861, John Tyndal published laboratory results identifying carbon dioxide as a greenhouse gas that absorbed heat rays (longwave radiation). Since then, the absorptive qualities of carbon dioxide have been more precisely quantified by decades of laboratory measurements (Herzberg 1953, Burch 1962, Burch 1970, etc). The greenhouse effect occurs because greenhouse gases let sunlight (shortwave radiation) pass through the atmosphere. The earth absorbs sunlight, warms then reradiates heat (infrared or longwave radiation). The outgoing longwave radiation is absorbed by greenhouse gases in the atmosphere. This heats the atmosphere which in turn re-radiates longwave radiation in all directions. Some of it makes its way back to the surface of the earth. So with more carbon dioxide in the atmosphere, we expect to see less longwave radiation escaping to space at the wavelengths that carbon dioxide absorb. We also expect to see more infrared radiation returning back to Earth at these same wavelengths. Satellite measurements of outgoing longwave radiation In 1970, NASA launched the IRIS satellite that measured infrared spectra between 400 cm-1 to 1600 cm-1. In 1996, the Japanese Space Agency launched the IMG satellite which recorded similar observations. Both sets of data were compared to discern any changes in outgoing radiation over the 26 year period (Harries 2001). The resultant change in outgoing radiation was as follows: What they found was a drop in outgoing radiation at the wavelength bands that greenhouse gases such as carbon dioxide (CO2) and methane (CH4) absorb energy. The change in outgoing radiation is consistent with theoretical expectations. Thus the paper found "direct experimental evidence for a significant increase in the Earth's greenhouse effect". This result has been confirmed by subsequent papers using more recent satellite data. The 1970 and 1997 spectra were compared with additional satellite data from the NASA AIRS satellite launched in 2003 (Griggs 2004). This analysis was extended to 2006 using data from the AURA satellite launched in 2004 (Chen 2007). Both papers found the observed differences in CO2 bands matching the expected changes from rising carbon dioxide levels. Thus we have empirical evidence that increased CO2 is causing an enhanced greenhouse effect. Surface measurements of downward longwave radiation A compilation of surface measurements of downward longwave radiation from 1973 to 2008 find an increasing trend of more longwave radiation returning to earth, attributed to increases in air temperature, humidity and atmospheric carbon dioxide (Wang 2009). More regional studies such as an examination of downward longwave radiation over the central Alps find that downward longwave radiation is increasing due to an enhanced greenhouse effect (Philipona 2004). Taking this a step further, an analysis of high resolution spectral data allows scientists to quantitatively attribute the increase in downward radiation to each of several greenhouse gases (Evans 2006). The results lead the authors to conclude that "this experimental data should effectively end the argument by skeptics that no experimental evidence exists for the connection between greenhouse gas increases in the atmosphere and global warming." Conservation of Energy Huber and Knutti (2011) published a paper in Nature Geoscience, Anthropogenic and natural warming inferred from changes in Earth’s energy balance. They take an approach in this study which utilizes the principle of conservation of energy for the global energy budget using the measurements discussed above, and summarize their methodology: "We use a massive ensemble of the Bern2.5D climate model of intermediate complexity, driven by bottom-up estimates of historic radiative forcing F, and constrained by a set of observations of the surface warming T since 1850 and heat uptake Q since the 1950s....Between 1850 and 2010, the climate system accumulated a total net forcing energy of 140 x 1022 J with a 5-95% uncertainty range of 95-197 x 1022 J, corresponding to an average net radiative forcing of roughly 0.54 (0.36-0.76)Wm-2." Essentially, Huber and Knutti take the estimated global heat content increase since 1850, calculate how much of the increase is due to various estimated radiative forcings, and partition the increase between increasing ocean heat content and outgoing longwave radiation. The authors note that more than 85% of the global heat uptake (Q) has gone into the oceans, including increasing the heat content of the deeper oceans, although their model only accounts for the upper 700 meters. Figure 3 is a similar graphic to that presented in Meehl et al. (2004), comparing the average global surface warming simulated by the model using natural forcings only (blue), anthropogenic forcings only (red), and the combination of the two (gray). In Figure 4, Huber and Knutti break down the anthropogenic and natural forcings into their individual components to quantify the amount of warming caused by each since the 1850s (Figure 4b), 1950s (4c), and projected from 2000 to 2050 using the IPCC SRES A2 emissions scenario as business-as-usual (4d). As expected, Huber and Knutti find that greenhouse gases contributed to substantial warming since 1850, and aerosols had a significant cooling effect: "Greenhouse gases contributed 1.31°C (0.85-1.76°C) to the increase, that is 159% (106-212%) of the total warming. The cooling effect of the direct and indirect aerosol forcing is about -0.85°C (-1.48 to -0.30°C). The warming induced by tropospheric ozone and solar variability are of similar size (roughly 0.2°C). The contributions of stratospheric water vapour and ozone, volcanic eruptions, and organic and black carbon are small." Since 1950, the authors find that greenhouse gases contributed 166% (120-215%) of the observed surface warming (0.85°C of 0.51°C estimated surface warming). The percentage is greater than 100% because aerosols offset approximately 44% (0.45°C) of that warming. "It is thus extremely likely (>95% probability) that the greenhouse gas induced warming since the mid-twentieth century was larger than the observed rise in global average temperatures, and extremely likely that anthropogenic forcings were by far the dominant cause of warming. The natural forcing contribution since 1950 is near zero." Conclusion There are multiple lines of empirical evidence that increasing carbon dioxide causes an enhanced greenhouse effect. Laboratory tests show carbon dioxide absorbs longwave radiation. Satellite measurements confirm less longwave radiation is escaping to space at carbon dioxide absorptive wavelengths. Surface measurements find more longwave radiation returning back to Earth at these same wavelengths. The result of this energy imbalance is the accumulation of heat over the last 40 years.

