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Immigration will pass now because of Obama’s political capital

Bill Keller, NYTimes, 2/3/13, Selling Amnesty, www.nytimes.com/2013/02/04/opinion/keller-selling-amnesty.html?pagewanted=print

Let’s assume that President Obama and the Democrats sincerely want an immigration bill, that this is not a trick to trap Republicans into an anti-immigrant vote that will alienate Hispanic voters and secure Democratic advantage for a generation. The Senate seems to be hospitable territory. Four Republicans — including the ascendant Marco Rubio — have joined four Democrats in embracing the politically difficult principles at the heart of the matter. Some advocates of immigration reform talk confidently of mustering 70 Senate votes, which would represent an astonishing reversal of fortunes for an issue that has long been mired in demagogy. The House, where many Republicans fear getting creamed by Tea Party challengers in a primary next year, is more problematic. The fear is that the House will balk or will break immigration into little pieces, pass the parts that crack down on undocumented workers and kill any effort to legalize the 11 million already here. That pessimism is natural; the House is the place where ideas go to die. But it needn’t happen this time. If President Obama and Congressional leaders play their cards right, as they are doing so far, immigration reform — real immigration reform — can clear Congress this year. Selling the measure to the Republican House will require close attention to substance, marketing and legislative tactics.
Plan saps capital and is super controversial

Alex Trembath, Policy Fellow in AEL’s New Energy Leaders Project, 11 [“Nuclear Power and the Future of Post-Partisan Energy Policy,” Lead Energy, Feb 4, http://leadenergy.org/2011/02/the-nuclear-option-in-a-post-partisan-approach-on-energy/]

Nuclear power is unique among clean energy technologies in that Democrats tend to be more hesitant towards its production than Republicans. Indeed, it has a reputation for its appeal to conservatives -Senators Kerry, Graham and Lieberman included provisions for nuclear technology in their ultimately unsuccessful American Power Act (APA) with the ostensible goal of courting Republican support. The urgency with which Democrats feel we must spark an energy revolution may find a perfect partner with Republicans who support nuclear power. But is there anything more than speculative political evidence towards its bipartisan viability?¶ If there is one field of the energy sector for which certainty of political will and government policy is essential, it is nuclear power. High up front costs for the private industry, extreme regulatory oversight and public wariness necessitate a committed government partner for private firms investing in nuclear technology. In a new report on the potential for a “nuclear renaissance,” Third Way references the failed cap-and-trade bill, delaying tactics in the House vis-a-vis EPA regulations on CO₂, and the recent election results to emphasize the difficult current political environment for advancing new nuclear policy. The report, “The Future of Nuclear Energy,” makes the case for political certainty:¶ “It is difficult for energy producers and users to estimate the relative price for nuclear-generated energy compared to fossil fuel alternatives (e.g. natural gas)–an essential consideration in making the major capital investment decision necessary for new energy production that will be in place for decades.”¶ Are our politicians willing to match the level of certainty that the nuclear industry demands? Lacking a suitable price on carbon that may have been achieved by a cap-and-trade bill removes one primary policy instrument for making nuclear power more cost-competitive with fossil fuels. The impetus on Congress, therefore, will be to shift from demand-side “pull” energy policies (that increase demand for clean tech by raising the price of dirty energy) to supply-side “push” policies, or industrial and innovation policies. Fortunately, there are signals from political and thought leaders that a package of policies may emerge to incentivize alternative energy sources that include nuclear power.¶ One place to start is the recently deceased American Power Act, addressed above, authored originally by Senators Kerry, Graham and Lieberman. Before its final and disappointing incarnation, the bill included provisions to increase loan guarantees for nuclear power plant construction in addition to other tax incentives. Loan guarantees are probably the most important method of government involvement in new plant construction, given the high capital costs of development. One wonders what the fate of the bill, or a less ambitious set of its provisions, would have been had Republican Senator Graham not abdicated and removed any hope of Republican co-sponsorship.¶ But that was last year. The changing of the guard in Congress makes this a whole different game, and the once feasible support for nuclear technology on either side of the aisle must be reevaluated. A New York Times piece in the aftermath of the elections forecast a difficult road ahead for nuclear energy policy, but did note Republican support for programs like a waste disposal site and loan guarantees.¶ Republican support for nuclear energy has roots in the most significant recent energy legislation, the Energy Policy Act of 2005, which passed provisions for nuclear power with wide bipartisan support. Reaching out to Republicans on policies they have supported in the past should be a goal of Democrats who wish to form a foundational debate on moving the policy forward. There are also signals that key Republicans, notably Lindsey Graham and Richard Lugar, would throw their support behind a clean energy standard that includes nuclear and CCS.¶ Republicans in Congress will find intellectual support from a group that AEL’s Teryn Norris coined “innovation hawks,” among them Steven Hayward, David Brooks and George Will. Will has been particularly outspoken in support of nuclear energy, writing in 2010 that “it is a travesty that the nation that first harnessed nuclear energy has neglected it so long because fads about supposed ‘green energy’ and superstitions about nuclear power’s dangers.”¶ The extreme reluctance of Republicans to cooperate with Democrats over the last two years is only the first step, as any legislation will have to overcome Democrats’ traditional opposition to nuclear energy. However, here again there is reason for optimism. Barbara Boxer and John Kerry bucked their party’s long-time aversion to nuclear in a precursor bill to APA, and Kerry continued working on the issue during 2010. Jeff Bingaman, in a speech earlier this week, reversed his position on the issue by calling for the inclusion of nuclear energy provisions in a clean energy standard. The Huffington Post reports that “the White House reached out to his committee [Senate Energy] to help develop the clean energy plan through legislation.” This development in itself potentially mitigates two of the largest obstacle standing in the way of progress on comprehensive energy legislation: lack of a bill, and lack of high profile sponsors. Democrats can also direct Section 48C of the American Recovery and Reinvestment Act of 2009 towards nuclear technology, which provides a tax credit for companies that engage in clean tech manufacturing.¶ Democrats should not give up on their policy goals simply because they no longer enjoy broad majorities in both Houses, and Republicans should not spend all their time holding symbolic repeal votes on the Obama Administration’s accomplishments. The lame-duck votes in December on “Don’t Ask, Don’t Tell,” the tax cut deal and START indicate that at least a few Republicans are willing to work together with Democrats in a divided Congress, and that is precisely what nuclear energy needs moving forward. It will require an aggressive push from the White House, and a concerted effort from both parties’ leadership, but the road for forging bipartisan legislation is not an impassable one.

That kills Obama’s immigration push

Amy Harder, National Journal, 2/6/13, In Washington, Energy and Climate Issues Get Shoved in the Closet, www.nationaljournal.com/columns/power-play/in-washington-energy-and-climate-issues-get-shoved-in-the-closet-20130206

At a news conference where TV cameras in the back were nearly stacked on top of each other, an influential bipartisan group of five senators introduced legislation late last month to overhaul the nation’s immigration system. The room was so crowded that no open seats or standing room could be found. A week later, one senator, Republican Lisa Murkowski of Alaska, was standing at the podium in the same room to unveil her energy-policy blueprint. There were several open seats and just a few cameras. At least one reporter was there to ask the senator about her position on President Obama’s choice for Defense secretary, former Republican Sen. Chuck Hagel. “I’m doing energy right now,” Murkowski responded. “I’m focused on that.” Almost everyone else on Capitol Hill is focused on something else. Aside from the broad fiscal issues, Congress and the president are galvanizing around immigration reform. Four years ago, the White House prioritized health care reform above comprehensive climate-change legislation. The former will go down in history as one of Obama’s most significant accomplishments. The latter is in the perpetual position of second fiddle. “To everything,” Murkowski interjected fervently when asked by National Journal Daily whether energy and climate policy was second to other policies in Washington’s pecking order. Murkowski, ranking member of the Senate's Energy and Natural Resources Committee, said she hoped the Super Bowl blackout would help the public understand the importance of energy policy. “This issue of immigration: Why are we all focused on that? Well, it’s because the Republicans lost the election because in part we did not have the Hispanic community behind us,” Murkowski said this week. “What is it that brings about that motivation? Maybe it could be something like a gap in the Super Bowl causes the focus on energy that we need to have. I can only hope.” It will take more than hope. Elections have consequences, but so far the only kind of electoral consequence climate and energy policy has instigated is one that helped some lawmakers who supported cap-and-trade legislation to lose their seats in the 2010 midterm elections. For the pendulum to swing the other way—for lawmakers to lose their seats over not acting on climate and energy policy—seems almost unfathomable right now. Billions of dollars are invested in the fossil-fuel power plants, refineries, and pipelines that the country depends on today. The companies that own this infrastructure have a business interest in keeping things the way they are. Immigration reform doesn’t face such formidable interests invested in the status quo. “They [businesses] have employees—real, visible people—who they value and who they want to make legal as soon as possible,” said Chris Miller, who until earlier this year was the top energy and environment adviser to Senate Majority Leader Harry Reid, D-Nev. On energy and climate-change policy, Miller added, “You’re probably never going to have anything like the fence in the Southwest or the border-control issue that pushes action and debate on immigration, because climate-change impacts will likely continue to be more abstract in the public's mind until those impacts are so crystal-clear it’s too late for us to do anything.” Another, tactical reason helps build momentum on immigration and not on other issues. Obama can capitalize on immigration as it becomes more of a wedge issue within the GOP. On energy and climate policy, Obama faces a unified Republican Party. “The president has cracked the code on how to push his agenda items through. He learned from his victories on the payroll tax and the fiscal cliff that the key is to stake out the political high ground on issues that poll in his favor while exploiting the divisions within the GOP,” said a former Republican leadership aide who would speak only on the condition of anonymity. “With this in mind, the next logical place for him to go is immigration. Unlike issues like energy or tax reform where the GOP is united, he can claim a big win on immigration reform while striking a political blow to Republicans.”

Key to heg

Paarlberg 4, Professor of Political Science at Wellesley, Associate at the Weatherhead Center for International Affairs at Harvard,  (Robert, “Knowledge as Power: Science, Military Dominance, and U.S. Security,”  International Security, Vol. 29, No. 1 (Summer, 2004), pp. 122-151, JSTOR) 

Can the United States maintain its global lead in science, the new key to its recently unparalleled military dominance? U.S. scientific prowess has become the deep foundation of U.S. military hegemony. U.S. weapons systems currently dominate the conventional battlefield because they incorporate powerful technologies available only from scientifically dominant U.S. weapons laboratories. Yet under conditions of globalization, scientific and technical (S&T) knowledge is now spreading more quickly and more widely, suggesting that hegemony in this area might be difficult for any one country to maintain. Is the scientific hegemony that lies beneath U.S. weapons dominance strong and durable, or only weak and temporary? Military primacy today comes from weapons quality, not quantity. Each U.S. military service has dominating weapons not found in the arsenals of other states. The U.S. Air Force will soon have five different kinds of stealth aircraft in its arsenal, while no other state has even one. U.S. airborne targeting capabilities, built around global positioning system (GPS) satellites, joint surveillance and target radars, and unmanned aerial vehicles are dominating and unique.1 On land, the U.S. Army has 9,000 M1 Abrams tanks, each with a fire-control system so accurate it can find and destroy a distant enemy tank usually with a single shot. At sea, the U.S. Navy now deploys Seawolf nuclear submarines, the fastest, quietest, and most heavily armed undersea vessels ever built, plus nine supercarrier battle groups, each carryings cores of aircraft capable of delivering repeated precision strikes hundreds of miles inland. No other navy has even one supercarrier group.2 Such weapons are costly to build, and the large relative size of the U.S. economy (22 percent of world gross domestic product [GDP]) plus the even larger U.S. share of global military spending (43 percent of the world total in 2002, at market exchange rates) have been key to the development and deployment of these forces. Yet economic dominance and spending dominance would not suffice without knowledge dominance. It is a strong and rapidly growing S&T capacity that has allowed the United States to move far ahead of would-be competitors by deploying new weapons systems with unmatched science intensive capabilities. It was in the middle of the twentieth century that the global arms race more fundamentally became a science race. Prior to World War II, military research and development (R&D) spending absorbed on average less than 1 percent of total major power military expenditures. By the 1980s, the R&D share of major power military spending had increased to 11-13 percent.3 It was precisely during this period, as science became a more important part of military might, that the United States emerged as the clear global leader in science. During World War II, the military might of the United States had come more from its industrial capacity (America could build more) than from its scientific capacity (Europe, especially Germany and the United Kingdom, could still invent more). As that war came to an end, however, a fortuitous migration of European scientists to the United States plus wartime research investments such as the Manhattan Project gave the United States the scientific as well as the industrial lead. During the Cold War, the U.S. lead grew stronger. Scientists from the Soviet Union briefly challenged the United States in space, but then decisively lost the race to the moon. The United States responded to the Soviets' successful launching in 1957 of the world's first earth-orbiting satellite, Sputnik I, with much larger investments in its own science education and weapons R&D programs. By the later stages of the Cold War, U.S. weapons had attained a decisive quality advantage over Soviet weapons. This first became fully apparent to U.S. intelligence in 1976, when a Soviet pilot flew his mach-3 MiG-25 Foxbat jet interceptor to Japan in search of asylum. Upon inspection the Foxbat was found to be virtually devoid of any next-generation technologies; it was little more than a "rocket with a window." Following the defeat of U.S. forces in Vietnam, some popular critics questioned the military advantage of hightechnology ("gold plated") weapons systems, and suggested that the United States might be better off investing in quantity rathert han quality.4 But the U.S. decision, post-Vietnam, to move away from a large conscript army and toward a smaller and better-trained all-volunteer force became a reason to increase rather than decrease science investments in weapons quality. During President Ronald Reagan's administration, U.S. military R&D expenditures doubled, leaving Soviet weapons scientists even further behind and contributing in some measure to the final demoralization of the Soviet leadership.5 The U.S. weapons quality advantage was in full view for the first time during the 1991 Persian Gulf War, when stealth aircraft, lasers, infrared night vision, and electronics for precision strikes gave U.S. forces a decisive edge.6 Iraqi forces using Soviet equipment were easily broken and expelled from Kuwait at a total cost of 148 U.S. battle deaths. In the 1999 Kosovo conflict, the United States conducted (this time with no battle deaths) an air campaign so dominating that the Serb air force did not even attempt to fly. By the time of the Afghanistan war in 2001, the United States was using GPS satellite-guided bombs capable of striking with devastating precision in any weather, as well as in the dark. From a safe altitude, the U.S. Air Force now could destroy virtually any target on the surface of the earth, if that target had fixed and known geographic coordinates. In the second Persian Gulf War launched against Iraq in March 2003, the U.S. qualitative edge was even more prominent. U.S. forces were able to go all the way to Baghdad using only half the number of troops deployed in 1991 and only one-seventh as many (but far more precise) air-launched munitions, and without a thirty-eight-day bombing campaign (as in the first Gulf War). Only 105 U.S. battle deaths were suffered during the assault itself; there were fewer unintended civilian casualties (one civilian died for every thirty-five munitions dropped), plus far less damage to Iraqi buildings, bridges, and roads.' U.S. strike aircraft flying up to 1,000 sorties a day were able, even through a blinding sandstorm, to destroy the tanks and infantry vehicles of the Republican Guard.8 Pervasive GPS capabilities, new sensor systems, near real-time "sensor to shooter" intelligence, and computer-networked communications allowed U.S. forces to leverage the four key dimensions of the modern battlespaceknowledge, speed, precision, and lethality-and to prevail quickly at minimal cost.9 The key to this revolution in military affairs (RMA) has been the application of modern science and engineering-particularly in fields such as physics, chemistry, and information technology (IT)-to weapons design and use. It is the international dominance of the United States in these fields of science and technology that has made possible U.S. military dominance on the conventional battlefield."1 It thus becomes important to judge the magnitude and durability of U.S. scientific hegemony. In the sections that follow, I first measure the U.S. lead in S&T relative to the capabilities of potential rival states by using a variety of science output and resource input indicators. By every indicator, the current lead of the United States is formidable. Then I judge the durability of the U.S. lead by examining two possible weaknesses within its foundation. The first is the greater speed with which scientific knowledge can diffuse (perhaps away from the United States) in the modern age of globalization. The second is the poor science preparation still provided by so many U.S. public schools in grades K-12. Upon examination, these two factors need not present a significant threat to the U.S. global lead in science and technology, assuming the United States can remain a large net importer of scientific talent and knowledge from abroad. Preserving this vital net inflow of scientific assets has been made more difficult, however, by the homeland security imperatives arising from the terrorist attacks of September 11, 2001. It should be the policy of the United States to devise a homeland security strategy that does not impair the nation's access to foreign science talent. One part of this strategy should be to contain the fur- ther growth of terrorist threats by avoiding conventional military campaigns that create determined new political adversaries abroad. Victories that bring resentment will breed resistance, most easily expressed in the form of asymmetric threats against soft targets, including homeland targets. Another part of this strategy should be a more effective mobilization of the nation's massive S&T capacity when responding to the asymmetric threats that do arise. The United States is uniquely capable of innovating new "smart" technologies to protect soft homeland targets against unconventional threats. The current Fortress America approach risks undercutting the nation's lead in science by keeping too many talented foreigners out. 
Great power war

Zhang 11 (Yuhan Zhang is a researcher at the Carnegie Endowment for International Peace, Washington, D.C.; Lin Shi is from Columbia University. She also serves as an independent consultant for the Eurasia Group and a consultant for the World Bank in Washington, D.C., 1/22, America’s decline: A harbinger of conflict and rivalry, http://www.eastasiaforum.org/2011/01/22/americas-decline-a-harbinger-of-conflict-and-rivalry/)

This does not necessarily mean that the US is in systemic decline, but it encompasses a trend that appears to be negative and perhaps alarming. Although the US still possesses incomparable military prowess and its economy remains the world’s largest, the once seemingly indomitable chasm that separated America from anyone else is narrowing. Thus, the global distribution of power is shifting, and the inevitable result will be a world that is less peaceful, liberal and prosperous, burdened by a dearth of effective conflict regulation. Over the past two decades, no other state has had the ability to seriously challenge the US military. Under these circumstances, motivated by both opportunity and fear, many actors have bandwagoned with US hegemony and accepted a subordinate role. Canada, most of Western Europe, India, Japan, South Korea, Australia, Singapore and the Philippines have all joined the US, creating a status quo that has tended to mute great power conflicts. However, as the hegemony that drew these powers together withers, so will the pulling power behind the US alliance. The result will be an international order where power is more diffuse, American interests and influence can be more readily challenged, and conflicts or wars may be harder to avoid. As history attests, power decline and redistribution result in military confrontation. For example, in the late 19th century America’s emergence as a regional power saw it launch its first overseas war of conquest towards Spain. By the turn of the 20th century, accompanying the increase in US power and waning of British power, the American Navy had begun to challenge the notion that Britain ‘rules the waves.’ Such a notion would eventually see the US attain the status of sole guardians of the Western Hemisphere’s security to become the order-creating Leviathan shaping the international system with democracy and rule of law. Defining this US-centred system are three key characteristics: enforcement of property rights, constraints on the actions of powerful individuals and groups and some degree of equal opportunities for broad segments of society. As a result of such political stability, free markets, liberal trade and flexible financial mechanisms have appeared. And, with this, many countries have sought opportunities to enter this system, proliferating stable and cooperative relations. However, what will happen to these advances as America’s influence declines? Given that America’s authority, although sullied at times, has benefited people across much of Latin America, Central and Eastern Europe, the Balkans, as well as parts of Africa and, quite extensively, Asia, the answer to this question could affect global society in a profoundly detrimental way. Public imagination and academia have anticipated that a post-hegemonic world would return to the problems of the 1930s: regional blocs, trade conflicts and strategic rivalry. Furthermore, multilateral institutions such as the IMF, the World Bank or the WTO might give way to regional organisations. For example, Europe and East Asia would each step forward to fill the vacuum left by Washington’s withering leadership to pursue their own visions of regional political and economic orders. Free markets would become more politicised — and, well, less free — and major powers would compete for supremacy. Additionally, such power plays have historically possessed a zero-sum element. In the late 1960s and 1970s, US economic power declined relative to the rise of the Japanese and Western European economies, with the US dollar also becoming less attractive. And, as American power eroded, so did international regimes (such as the Bretton Woods System in 1973). A world without American hegemony is one where great power wars re-emerge, the liberal international system is supplanted by an authoritarian one, and trade protectionism devolves into restrictive, anti-globalisation barriers. This, at least, is one possibility we can forecast in a future that will inevitably be devoid of unrivalled US primacy.
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Nuclear PRODUCTION must be for the PURPOSE of energy generation

IAEA 7

http://www-pub.iaea.org/MTCD/publications/PDF/Pub1290_web.pdf
Under the terms of Article III of its Statute, the IAEA is authorized to establish or adopt standards of safety for protection of health and minimization of danger to life and property, and to provide for the application of these standards. The publications by means of which the IAEA establishes standards are issued in the IAEA Safety Standards Series. This series covers nuclear safety, radiation safety, transport safety and waste safety, and also general safety (i.e. all these areas of safety). The publication categories in the series are Safety Fundamentals, Safety Requirements and Safety Guides. The process of inducing radioactivity.􀁌 Most commonly used to refer to the induction of radioactivity in moderators, coolants, and structural and shielding materials, caused by irradiation with neutrons.􀁌 The BSS definition — “The production of radionuclides by irradiation.” [1] —is technically adequate; however, the term ‘production’ gives a connotation that this is being done intentionally rather than, as is normally the case,incidentally. 

All demonstration gets class 104 licenses – that’s research, not production

Matuzan and Walker 85

Controlling the Atom: The Beginnings of Nuclear Regulation, 1946-1962 George T. Mazuzan is Assistant Professor of History at State University of New York at Geneseo. University of Vermont awarded him his B.S. and M.A., and his Ph.D. was conferred by Kent State University. He has published several articles. 

 Sections of the 1954 act reflected the state of the technology by establishing two classes of licenses for atomic facilities. One section authorized the AEC to issue commercial or "class 103" licenses (after the section number in the law) whenever it had determined that a facility had been "sufficiently developed to be of practical value for industrial or commercial purposes." Since the agency and the Joint Committee interpreted "practical value" to mean that atomic facilities had to be judged eco- nomically competitive with other energy sources, issuance of class-103 licenses was postponed until the industry had passed through its research and development phase.33 Instead, early power reactor facilities received "class-104" licenses un- der the terms of section 104. Reactors used in medical therapy, university research, and power demonstration came under this category. A key phrase authorized reactor licenses that would lead to the "demonstra- tion of the practical value . . . for industrial or commercial purposes." Class-104 licenses, then, covered all power reactors used during the developmental period until the industry could find a design that would   eventually meet the "practical value" criterion of a class-103 commercial license. Furthermore, section 104 specifically instructed the AEC to im- pose the minimum amount of regulation on a licensee consistent with the public health and safety. In other words, a class-104 license indicated that the government wanted to encourage the new industry to undertake research and development under minimum regulation that would lead to major advances in power-reactor technology.34

Vote Neg – Limits and precision

World Nuclear Assocation 10
http://www.world-nuclear.org/info/inf61.html

  The World Nuclear Association (WNA), formerly the Uranium Institute, is an international organization that promotes nuclear power and supports the many companies that comprise the global nuclear industry. Its members come from all parts of the nuclear fuel cycle, including uranium mining, uranium conversion, uranium enrichment, nuclear fuel fabrication, plant manufacture, transport, and the disposition of used nuclear fuel as well as electricity generation itself [1].  Together, WNA members are responsible for 95% of the world's nuclear power outside of the U.S. [2] as well as the vast majority of world uranium, conversion and enrichment production.[3]  The WNA says it aims to fulfill a dual role for its members: Facilitating their interaction on technical, commercial and policy matters and promoting wider public understanding of nuclear technology. [4]  Accredited to the United Nations, the WNA is an independent, non-profit organization, funded primarily by membership subscriptions 

Many of the world's nuclear reactors are used for research and training, materials testing, or the production of radioisotopes for medicine and industry.  They are basically neutron factories. 

These are much smaller than power reactors or those propelling ships, and many are on university campuses.     There are about 240 such reactors operating, in 56 countries.     Some operate with high-enriched uranium fuel, and international efforts are underway to substitute low-enriched fuel. Some radioisotope production also uses high-enriched uranium as target material for neutrons, and this is being phased out in favour of low-enriched uranium. Research reactors comprise a wide range of civil and commercial nuclear reactors which are generally not used for power generation. The term is used here to include test reactors, which are more powerful than most. The primary purpose of research reactors is to provide a neutron source for research and other purposes. Their output (neutron beams) can have different characteristics depending on use. They are small relative to power reactors whose primary function is to produce heat to make electricity. They are essentially net energy users.  Their power is designated in megawatts (or kilowatts) thermal (MWth or MWt), but here we will use simply MW (or kW). Most range up to 100 MW, compared with 3000 MW (i.e. 1000 MWe) for a typical power reactor. In fact the total power of the world's 283 research reactors is little over 3000 MW.Research reactors are simpler than power reactors and operate at lower temperatures. They need far less fuel, and far less fission products build up as the fuel is used. On the other hand, their fuel requires more highly enriched uranium, typically up to 20% U-235, although some older ones use 93% U-235. They also have a very high power density in the core, which requires special design features. Like power reactors, the core needs cooling, though only the higher-powered test reactors need forced cooling. Usually a moderator is required to slow down the neutrons and enhance fission. As neutron production is their main function, most research reactors also need a reflector to reduce neutron loss from the core.As of October 2011 the IAEA database showed that there were 241 operational research reactors (92 of them in developing countries), 3 under construction, 202 shut down (plus 13 temporary) and 211 decommissioned.Types of research reactors There is a much wider array of designs in use for research reactors than for power reactors, where 80% of the world's plants are of just two similar types. They also have different operating modes, producing energy which may be steady or pulsed.A common design (67 units) is the pool type reactor, where the core is a cluster of fuel elements sitting in a large pool of water. Among the fuel elements are control rods and empty channels for experimental materials. Each element comprises several (e.g. 18) curved aluminium-clad fuel plates in a vertical box. The water both moderates and cools the reactor, and graphite or beryllium is generally used for the reflector, although other materials may also be used. Apertures to access the neutron beams are set in the wall of the pool. Tank type research reactors (32 units) are similar, except that cooling is more active.The TRIGA reactor is another common design (40 units). The core consists of 60-100 cylindrical fuel elements about 36 mm diameter with aluminium cladding enclosing a mixture of uranium fuel and zirconium hydride (as moderator). It sits in a pool of water and generally uses graphite or beryllium as a reflector. This kind of reactor can safely be pulsed to very high power levels (e.g. 25,000 MW) for fractions of a second. Its fuel gives the TRIGA a very strong negative temperature coefficient, and the rapid increase in power is quickly cut short by a negative reactivity effect of the hydride moderator.Other designs are moderated by heavy water (12 units) or graphite. A few are fast reactors, which require no moderator and can use a mixture of uranium and plutonium as fuel. Homogenous type reactors have a core comprising a solution of uranium salts as a liquid, contained in a tank about 300 mm diameter. The simple design made them popular early on, but only five are now operating.Research reactors have a wide range of uses, including analysis and testing of materials, and production of radioisotopes. Their capabilities are applied in many fields, within the nuclear industry as well as in fusion research, environmental science, advanced materials development, drug design and nuclear medicine.The IAEA lists several categories of broadly classified research reactors. They include 60 critical assemblies (usually zero power), 23 test reactors, 37 training facilities, two prototypes and even one producing electricity. But most (160) are largely for research, although some may also produce radioisotopes. As expensive scientific facilities, they tend to be multi-purpose, and many have been operating for more than 30 years.A total of over 670 research and test reactors has been built worldwide, 227 of these in the USA and 97 in the former Soviet Union. In the USA, 193 were commissioned in 1950s and 1960s. 
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Text: The 50 states and territories should offer initial funding integral fast reactors using the S-PRISM design in the United States.

That solves

Saha, 11
(Sr. Policy Analyst-Brookings Institution Metropolitan Policy Program, January, “State Clean Energy: Financing Guidebook,” http://www.nga.org/files/live/sites/NGA/files/pdf/1101CLEANENERGYFINANCING.PDF)

States can use their own funds to reduce the risk for private sector investors and thus encourage greater private sector participation in clean energy. Decreasing risk is especially important in new markets, such as clean energy. The sections below describe four credit enhancement mechanisms that states can use to support clean energy.  Loan Loss Reserve Funds (LRF). These are funds set aside to cover potential defaults in a loan portfolio. A loss reserve fund provides partial risk coverage to encourage lenders to pioneer new products, broaden access to financing, increase the size of unsecured loans, extend loan tenors, and/or lower interest rates. LRFs are particularly useful in markets consisting of a large number of small projects, where financial institutions will be making a large number of relatively small loans, such as loans for energy efficiency improvements or residential-scale renewable projects. Loan loss reserves can exceed 20 percent of the total loan portfolio, but have typically been set at around 10 percent, sometimes with the ability to adjust as these loan performance data become available.  The Clean Energy Works Portland program, in Oregon, has set up a 10 percent loan loss reserve fund for its energy efficiency retrofit program. More detail on this program can be found in Chapter 3. The Michigan SAVES residential retrofit program entails a 20 percent loan loss reserve for the first $200,000 in loans and a 5 percent loan loss reserve for each future loan.  Debt Service Reserves. States can set aside cash reserves to guarantee the payment of principal and interest. Such a reserve may be a useful tool for state bond issuers who wish to boost the security of their bonds. The reduced risk from adding a debt service reserve may help states expand the market for their bonds while reducing the bond coupon rate. For example, states can use SEP funds to establish a debt service reserve to support federally authorized clean energy bonds, such as QECBs and CREBs. Private business and public entities have used debt service reserves for years to support debt issues; they typically represent about 10 percent of the bond principal. Subordinated Debt. State governments can use a subordinated debt structure to help guarantee the capital cost of a clean energy project. This involves the use of two separate loans (senior and subordinated). The state project funder (which acts as the subordinated lender) takes on much greater risk than the senior lender. This structure permits the senior lender, typically a private sector entity experienced in project finance, to put in more capital and charge a lower interest rate because the subordinated lender is absorbing most of the project risk. State governments, utilities, or others investing in clean energy funds (for example, public benefit funds) agree to act as the subordinated lender, guaranteeing any project losses up to the value of their loan.  The Vermont Clean Energy Development Fund (CEDF) uses subordinated debt financing. Established in 2005 by state statute, the fund receives between $4 million and $7 million per year from the Department of Public Service and the utility Entergy. It has a fund manager who, with an investment committee of expert stakeholders, identifies and allocates funds to subordinated debt investments.  Loan Guarantees. States can also reduce risk for private capital by guaranteeing repayment of loans in the event of default. This reduces the interest rate the state must pay and helps secure participation by private sector partners. Although most examples of loan guarantees are federal, states can develop their own loan guarantee programs. In Illinois, the legislature passed a bill bringing renewable energy projects under the state’s development assistance umbrella, managed by the Illinois Finance Authority (IFA). The legislation authorized the IFA to issue $3 billion in loan guarantees for economic development purposes.  Under this expanded financing model, a developer would still launch a renewable energy project using traditional lenders but add the IFA as a partner, providing a loan guarantee to the private sector lenders. IFA participation adds the state’s moral obligation, which is expected to help to reduce the cost of the loan. State governments rely on a number of different sources of capital to support clean energy finance programs. States seeking to secure clean energy capital may wish to consider a number of approaches described here, either alone or in combinations.
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The logic of the 1AC is predicated on simulated energy scenario planning—this mode of forecasting expresses a set of historically contingent social choices, not accurate models 

Labban 12

Preempting Possibility: Critical Assessment of the IEA's World Energy Outlook 2010

(e-mail: labban@rci.rutgers.edu) is visiting assistant professor of Geography at Rutgers University, Lucy Stone Hall, 54 Joyce Kilmer Ave, Piscataway, NJ 08854. His research interests include critical theory, political economy, development, energy, petroleum, geopolitics, international law, and finance. He is the author of Space, Oil and Capital (Routledge, 2008).

THINKING THE (NOT) UNTHINKABLE: FORECASTING AS DESIRING
Growing uncertainty about energy markets following the crises of the 1970s boosted long-term energy forecasting as a planning device to prepare for an increasingly unpredictable future, on one hand, and as a techno-scientific (read: politically neutral and respectable) support for public policies ostensibly aimed at increasing energy security and environmental protection, on the other. Long-range forecasts, however, have invariably failed to produce accurate predictions about all aspects of energy markets: primary energy supplies, energy substitutions, the relative shares of different fuels in the energy mix, aggregate and sectoral energy demand, as well as carbon emissions.6 Because they rely on trend projections, forecasts also rely on an assumption that the future is a smooth, gradual extension of the present at a constant rate with no structural changes or major interruptions or aberrations. They also rely on empirical correlation rather than causality and cannot therefore explain underlying forces that drive demand, price, etc. Thus forecasts cannot predict a future that looks very different from the present, let alone explain how possible futures might unfold, which makes them useful only in short-term, business-as-usual projections. Because of such inherent limitations, which prevent forecasts from accurately predicting long-term technical developments, capital markets and investment climates, let alone even more unpredictable processes such as government policies and geopolitical conflict, energy analysts, including the economists at the IEA, have shifted from long-range predictive forecasts towards more normative scenario building in the analysis of long-range energy-related developments. This technical move has a political dimension that is worth pondering in order to shed critical light on the significance of the WEO 2010 scenarios. Scenario analysis has its origins in corporate and military strategic planning.7 It was developed by Herman Kahn at the RAND corporation in the 1950s — to help the US Air Force think about ‘the unthinkable’— and pioneered by Shell in the early 1960s, initially as an internal communications vehicle, to help the company respond more readily to unexpected developments in energy markets that might affect the price of oil. Whereas forecasts predict what is most likely to happen in the future given current trends and projections, scenarios contemplate what is possible if certain choices are made from within a hypothetical range of possibilities which typically includes a reference case describing what would happen if no action is taken to alter the existing state of affairs in any fundamental manner. For this reason, scenarios not only describe hypothetical futures but must also prescribe pathways and roadmaps, policies and actions, and identify ways and means to arrive at a desirable future and avoid undesirable fate. Unlike forecasts, in which the future is determined by projections of current trends, scenarios assume a less deterministic development that allows subjects to make choices and whose agency, not the correlation of empirical facts, determines possible futures. Scenarios are ‘desiring machines', to borrow a term from Deleuze and Guattari (1983): at the same time that they produce the desired future, they also produce the subject and mechanism by which to actualize it. This occasionally operates in the form of blackmail: coercing action in the present by showing the dire consequences of not acting. Despite obvious differences and assertions to the contrary, energy scenarios are one type of predictive forecast which, however, does not treat current circumstances and trends as immutable, therefore allowing itself flexibility in projecting into the future (and an about-face if the future turns out differently) in order to effect change in the present. For one, energy scenarios rely on forecasts about economic growth, population growth, energy demand, production and generation capacities, prices and costs, etc., hence the possibilities they construct are based on a set of predictions. Also, forecasting is often negatively implicit in scenario analysis. The authors of WEO 2010, as of other Outlooks, are adamant that their scenarios are not forecasts. Yet, all three WEO 2010 scenarios are forecasts about the state of the global economy in that they assume continued economic growth. They also assert that no matter what it will look like, the future is certainly not going to look like the present because WEO 2010 predicts that governments will act on their policy promises, no matter how weakly, and in predictable manner: ‘it is certain that energy and climate policies in many — if not most — countries will change, possibly in the way we assume in the New Policies Scenario’ (p. 62). Thus, eliminating the abominable which is also impossible, WEO 2010 scenarios lay out two alternative futures that differ only quantitatively — one desirable, the other ‘realistic’, or likely. The possible becomes what ensues from action according to the scenario's prescriptions or from absolute lack of action and this is effected by actualizing future events and processes that may or may not occur, depending on what course of action governments take or fail to take in the present. Scenarios limit what is possible to what is desirable for their authors, or to its exact opposite, and exclude possibilities that do not fall within this range. At the moment that scenarios produce possibilities they negate the very notion of possibility.
Simulation through scenario planning legitimizes permanent global war

Graham 11

Cities Under Siege: The New Military Urbanism Professor Stephen Graham Prof of Cities & Society, Newcastle University

Meanwhile, within the US, dozens of physical simulations of US city districts are joining the simulations of Arab cities. These are the places where lawenforcement and National Guard personnel practise operations against civil unrest, terrorist attack and natural disaster. 'Another architecture is rising in the expanding landscape of preparedness', notes the Center for Land Use Interpretation. 'Condensed simulacra of our existing urban environments are forming within our communities, where the first responders to emergencies, on a small or large scale, practice their craft of dealing with disaster [and where] the police contend with civil decay, robberies, hostage situations, looting, riots, and snipers'."' Military simulations are also helping to produce US cities in another, more direct, way: generating them now takes up large swaths of the US economy, especially in high-tech metropolitan areas. Many of the much-vaunted high-tech suburban hot spots that house what Richard Florida has called the 'creative class'"5 of the US - places such as Washington, DC's 'Beltway', North Carolina's 'Research Triangle', Florida's 'High Tech Corridor', or San Diego's 'clean tech cluster' - are in fact heavily sustained by the production of symbolic violence against both US central and Arab cities. Being not only the foundries of the security state but also the sites of the most militarized and corporatized research universities, these locations are where the vastly profitable and rapidly growing convergence between electronic games and military simulation is being forged. Orlando's hundred large militarysimulator firms, for example, generate about seventeen thousand jobs and are starting to overshadow even Disney as local economic drivers. Behind the blank facades and manicured lawns, thousands of software engineers and games professionals project their Orientalized electronic imaginaries onto the world through the increasingly seamless complex of military, entertainment, media and academic industries. The importance of military simulation industries is not lost on those tasked with the development of local urban economies. The municipality of Suffolk, Virginia, for instance, now proudly claims that a 'world-class cluster of "Modeling and Simulation" enterprises has taken root around the US Joint Forces Command and an Old Dominion University research center' (Figure 6.12)'16 To support further growth in these sectors, partnerships beween local governments and economic developers are springing up to determine 'how the state of Virginia could better support JFCOM [Joint Forces Command] and its mission! This economic convergence gains strength from the Virginia Modeling and Simulation Initiative (VIMSIM), which will be geared to 'stimulate development of a unique high-tech industry with multi-billion dollar revenue potential.' Already, Lockheed Martin has opened a major simulation complex in the area. 'As a growing high technology hub with proximity to major defense, homeland security and other important customer installations', Lockheed Martins CEO, Vance Cotfman, pointed out in 2003, 'Suffolk is the ideal location for our new center'."7 SELF-FULFILLING WORLDS All efforts to render politics aesthetic culminate in one thing - war."* The complex constellation of simulations of Arab and global South cities discussed here work powerfully as a collective. The various physical, electronic and blended physical-electronic manifestations operate together, as do all simulacra, by collapsing reality with artifice, so that any simple boundary between the two effectively disappears."' In keeping with what Jean Baudrillard famously stressed, it is best to consider the above simulations, not as 'copies' of the 'real' world, but as hyperreal constructions - simulations of things that don't exist - through which war and violence are constructed, legitimized, and performed. 'Simulation is no longer that of a territory, a referential being, or a substance', Baudrillard writes, 'It is the generation by models of a real without origins or reality: a hyperreal'.120 The point, then, is not that these simulations are less 'real' than the things they purportedly represent. Rather, they provide spaces through which the violence of the 'War on Terror' can be generated and performed, and which acquire their power from their radical disassociation from any meaningful connection with the real places (or, less commonly, real people) they are said to represent. In the process, these simulacra 'participate in the construction of a discourse of security which is self-fulfilling'.111 Multiple layers and circuits of simulation work collectively to evacuate the possibility of authenticating what might actually be 'real'. 'Since 9/11', writes James Der Derian, 'simulations (war games, training exercises, scenario planning, and modeling) and dissimulations (propaganda, disinformation, infowar, deceit, and lies) [have produced] a hall of mirrors, reducing the "truth" about the "Global War on Terror" to an infinite regression of representations that [defy] authentication.''22 Because the worlds of threat and risk are projected through this simulacral collective, the perpetration of state violence and colonial war emerge from the same collective as necessary, just and honourable. More simulations are rendered necessary in turn to improve the effectiveness of such violence, to tempt and train more recruits, to deal with their psychological devastation once they return home, and so on. It follows that the very notion of 'security', at least as constructed through the military simulacral collective, becomes possible only through permanent war. 'War makes security possible by creating that which is to be protected', writes Abhinava Kumar, 'and what makes war possible [is the] mechanization of soldiers, the obscuring of the enemy and the sanitisation of violence.'113 The mcdiatization of contemporary war is such that the 'fighting' of actual wars takes place as much in TV lounges, at multiplexes, and on YouTube or PlayStation screens as in the real streets and alleys of combatzone cities. As already-vague distinctions between civil and military media and technology dissolve, the military simulacral collective comes to permeate a host of media simultaneously. Previously considered to be largely distinct, multiple media domains are thus in the process of The mediatization of contemporary war is such that the fighting of actual wars takes place as much in TV lounges, at multiplexes, and on YouTube or PlayStation screens as in the real streets and alleys of combatzone cities. As already-vague distinctions between civil and military media and technology dissolve, the military simulacral collective comes to permeate a host of media simultaneously. Previously considered to be largely distinct, multiple media domains are thus in the process of fusing and interpenetrating within and through the military simulacral collective - a process at once confusing, disturbing and extremely fast moving. 'We see that various genres once thought to be discrete are forging new and strange alliances', writes Roger Stahl. As a result, 'wartime news looks like a video game; video games restage the news. Official military training simulators cross over into the commercial entertainment markets; commercial video games are made useful for military training exercises. Advertisements sell video games with patriotic rhetorics; video games arc mobilized to advertise patriotism. The business of play works closely with the military to replicate the tools of state violence; the business of state violence in turn capitalizes on playtime for institutional ends*124

Our alternative is to reject the aff’s energy scenario planning simulation. 

The alternative opens up political space for non-preemptive methods of relating to forecasting. 

McClanahan 9

Annie Mcclanahan is a Postdoctoral Fellow at the Humanities Center at Harvard University, where she is working on a book project titled Salto Mortale: Narrative, Speculation, and the Chance of the Future.

Annie McClanahan. "Future’s Shock: Plausibility, Preemption, and the Fiction of 9/11." symploke 17.1 (2009): 41-62. Project MUSE. Web. 15 Sep. 2012. <http://muse.jhu.edu/>.

Giving substance to the abject horror of today’s preemptive post-9/11 futurity, “The Suffering Channel” reveals the perversities not simply of preemption’s effects but of its very epistemology. Preemption transforms its prophecies into self-guaranteeing prolepses in which the future is always written in advance; Wallace’s ironic mode of prolepsis, on the other hand, dislocates the position of the reading and narrating subject and destabilizes our claims of actual future knowledge. More generally, literature’s plausibility has always been determined, in a dialectical fashion, both by our anticipation of narrative closure and completion and by literature’s capacity to surprise us and to disrupt that closure—to expect the probable is ultimately to produce the conditions for the occurrence of the unlikely. In the preemptive narrative, on the contrary, statistical probability is disavowed and replaced by a self-perpetuating imagination whose effect is to transform the possible into the actual and the distant into the immediate. The imagined future turns out to be the result of its ostensible prediction. In this way, the future is unmoored from history, denied the contingency of the yet-to-come. Wallace’s story also shows that while it is wrong to call 9/11 constitutively unforeseeable, it is equally mistaken to view such events as easily, materially predictable. These views are really two sides of the same coin: the latter is a reaction to the void left by the former, a fantasy born of an experience of inevitability that only ever emerges after the fact. The preemptive conception of the future, we must acknowledge, is also not yet a relic of the post-9/11 “past.” Despite the opportunity offered by the changing presidential administration to “seize” a very different kind of moment, President Obama has not rescinded the doctrine of preemption, nor does he seem likely to.15 But this merely confirms what I have thus far tried to argue, namely that the doctrine of preemption is not an isolated legal episode that can be so easily reversed and set to rights. It is, on the contrary, the realization of a philosophy of the future tied to decades of imbricated economic and political interests, bursting into public discourse as a way to capitalize on confused notions about 9/11 as a historical event. If 9/11 really [End Page 59] “repeats” the end of history as has been recently claimed, it does so by serving as the grounds for legally codifying the foreclosure of radically uncertain and transformative futures.16 Scenario thinkers’ assertion that the past no longer provides a model for the future now underwrites the rhetoric of financial bubbles as much as it provides the justification for new models of prediction: in both, the future is removed from the vicissitudes of historical determination and reimagined as a static, reproducible image of endless accumulation. In place of risk management, the preemptive philosophy of history preaches risk exploitation, through which contingency itself can be instrumentalized in the name of a moment’s opportunity: threat or uncertainty can just as easily justify military strike as be monetized into a credit default swap. It has long been an axiom of Marxist or utopian political thought that to transform our historical situation, we must be able to imagine a radically different future. The perverse predictions that define our current historical moment now ensure that a truly revolutionary act of imagination can only begin by intervening in the futurity of our present.17
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Venture capital shifting to grid modernization now
NBC 12 [Dinah Wisenberg Brin, award-winning writer with a strong background producing financial, healthcare, government news, “Clean Tech Investing Shifts, With Lower-Cost Ventures Gaining Favor” March 1, http://www.cnbc.com/id/46222448/Clean_Tech_Investing_Shifts_With_Lower_Cost_Ventures_Gaining_Favor]

For many investors, that change means shifting funds from capital-intensive alternative-energy technologies, such as solar panels, to lower-cost ventures focused on energy efficiency and “smart grid” technologies that automate electric utility operations.¶ “We continue to be very optimistic about things like the smart grid and the infusion of information technologies and software services” into old lines like electricity, agriculture and the built environment," says Steve Vassallo, general partner in Foundation Capital. “We’re very bullish on what I would consider the nexus of information technology and clean tech.”¶ Foundation, based in Menlo Park, Calif., reflects this in investments such as Sentient Energy Inc., a smart-grid monitoring company that allows utilities to remotely find power outages, and Silver Spring Networks, which provides utilities a wireless network for advanced metering and remote service connection.¶ Another holding, EnerNOC [ENOC 10.13 -0.22 (-2.13%) ], a demand-response business with technology to turn off noncritical power loads during peak periods, went public in 2007.¶ EMeter, a one-time Foundation investment, was recently acquired by Siemens Industry [SI 93.09 0.23 (+0.25%) ].¶ To be sure, investors have not abandoned costlier technologies with longer-term horizons, but many — put off, in part, by last year’s bankruptcy and shutdown of solar power firm Solyndra — now favor smaller infusions in businesses with a quicker potential payoff.¶ Rob Day, partner in Boston-based Black Coral Capital, says his cleantech investment firm maintains some solar holdings, but he sees a shift from an emphasis on those types of plays to more “intelligence-driven, software-driven, web-driven businesses.” These technologies can be used to improve existing businesses, he says.¶ One Black Coral smart-technology investment is Digital Lumens of Boston, which makes high-efficiency, low-cost LED lighting for warehouses and factories. Software and controls are embedded in the fixtures, which can cut lighting bills by 90 percent, providing customers a two-year payback, says Day. ¶ U.S. venture capital investment in cleantech companies hit $4.9 billion last year, down 4.5 percent in dollar terms but flat in the number of transactions, according to Ernst & Young LLP, which analyzed data from Dow Jones VentureSource. Cleantech companies raised 29 percent more capital last year than in 2009, E&Y said recently.¶ Most of that decline, however, came from less investment in sectors that were once hot.¶ Investment in energy and electric generation, including solar businesses, fell 5 percent to $1.5 billion, while that of industry products and services companies plunged 34 percent to $1 billion, according to E&Y's analysis of equity investments from venture capital firms, corporations and individuals.¶ The energy efficiency category leads the diverse industry in deals with 78 transactions worth $646.9 million. Energy-storage companies raised $932.6 million, a 250 percent increase and 47 percent deal increase.¶

Nuclear trades off and collapses the smart grid

Antony Froggatt, Senior Research Fellow at Chatham House, where he specializes in issues relating to climate change, EU energy policy and nuclear power, and Mycle Schneider works as an independent international consultant on energy and nuclear policy and advisor to German Environmental Agency, 10 [“Systems for Change: Nuclear Power vs. Energy Efficiency + Renewables?” Heinrich Böll Foundation, March, pdf]

Global experience of nuclear construction shows a tendency of cost overruns and delays. The history¶ of the world’s two largest construction programs, that of the United States and France, shows a five and¶ threefold increase in construction costs respectively. This cannot be put down to first of a kind¶ costs or teething problems, but systemic problems associated with such large, political and¶ complicated projects. Recent experience, in Olkiluoto in Finland and the Flamanville project in¶ France, highlight the fact that this remains a problem. The increased costs and delays with nuclear construction not only absorb greater and greater amounts of investment, but the delays increase the emissions from the sector. From a systemic point of view the nuclear and energy efficiency+renewable energy approaches¶ clearly mutually exclude each other, not only in investment terms. This is becoming increasingly¶ transparent in countries or regions where renewable energy is taking a large share of electricity¶ generation, i.e., in Germany and Spain. The main reasons are as follows.¶ ( Competition for limited investment funds. A euro, dollar or yuan can only be spent once¶ and it should be spent for the options that provide the largest emission reductions the¶ fastest. Nuclear power is not only one of the most expensive but also the slowest option.¶ ( Overcapacity kills efficiency incentives. Centralized, large, power‐generation units tend to¶ lead to structural overcapacities. Overcapacities leave no room for efficiency.¶ ( Flexible complementary capacity needed. Increasing levels of renewable electricity sources¶ will need flexible, medium‐load complementary facilities and not inflexible, large, baseload¶ power plants.¶ ( Future grids go both ways. Smart metering and smart grids are on their way. The logic is an¶ entirely redesigned system where the user gets also a generation and storage function. This¶ is radically different from the top‐down centralized approach.¶ For future planning purposes, in particular for developing countries, it is crucial that the¶ contradictory systemic characteristics of the nuclear versus the energy efficiency+renewable energy¶ strategies are clearly identified. There are numerous system effects that have so far been¶ insufficiently documented or even understood. Future research and analysis in this area is urgently¶ needed.¶ This is particularly important at the current time because the next decade will be vital in determining¶ the sustainability, security and financial viability of the energy sector for at least a generation. 

Key to the economy

Barrett 12/8 (Michael Barrett, John Thorne and Jeff Harner of Diligent Innovations are co-authors of "Ensuring the Resilience of the U.S. Electrical Grid" from the Lexington Institute, where Barrett is an adjunct fellow., 12/8/2012, "Sunday Reflection: Smarter grid is a smart investment", washingtonexaminer.com/sunday-reflection-smarter-grid-is-a-smart-investment/article/2515092?custom_click=rss#.UN9P0oVszyC)

For thousands of years, nocturnal light was an expensive luxury. Today we can't imagine life without cheap round-the-clock light. This is just one example of how the U.S. electrical grid is responsible for facilitating so much of the economic progress and improvement of quality of life in the past century. But as recent major storms have demonstrated all too well, our electrical infrastructure is in a perilous state: It is aging, inefficient, congested and incapable of meeting the future energy needs of our information economy and manufacturing base. The grid powers nearly all of the critical infrastructure elements upon which we all rely every day, such as fuel pumps, traffic signals, the air traffic control system, and radio and cell phone towers. The grid is also an essential element of the interdependent transportation, communication, water and other services upon which our economy relies. Yet since 1982, the growth in peak demand for electricity -- driven by population growth, bigger houses, bigger TVs, more air conditioners and more computers -- has exceeded transmission growth by almost 25 percent every year, leaving little capacity to spare. Meanwhile, the likelihood of the national power grid being disrupted by adverse events is rising. According to the Department of Energy, of the five massive U.S. blackouts over the past 40 years, three of them occurred in the past nine years. The average outage from 1996 to 2000 affected 409,854 people, a 15 percent increase over the previous five-year period. This is in large part because today's threats can stem from physical decay of our decades-old infrastructure, as well as increasing per-person power consumption in crowded cities and increased electrical consumption in rural areas that were once scarcely inhabited. The economic costs of power disruptions can be quite severe: A rolling blackout across Silicon Valley generated $75 million in losses; in 2000, the one-hour outage that hit the Chicago Board of Trade resulted in the delay of $20 trillion in trades. Sun Microsystems estimates that a blackout costs its company $1 million every minute, and the Northeast blackout of 2003 resulted in a $6 billion loss to the region. It is the right time for a smarter grid -- one in which the growing costs of relying on an oft-disrupted electrical supply are ameliorated through smart investments that allow real-time awareness of power grid operations and better tracking of energy demand, delivery and usage patterns. Other improvements include interchangeable parts for major capital equipment and multibillion-dollar investments in everything from refreshed generation capacity and new power plants to redundant distribution networks using new, modular parts, to smart meters that can help identify and isolate disruptions and anomalies.

Nuclear war
Harris and Burrows ‘9 
(Mathew, PhD European History at Cambridge, counselor in the National Intelligence Council (NIC) and Jennifer, member of the NIC’s Long Range Analysis Unit “Revisiting the Future: Geopolitical Effects of the Financial Crisis” http://www.ciaonet.org/journals/twq/v32i2/f_0016178_13952.pdf, AM)
Of course, the report encompasses more than economics and indeed believes the future is likely to be the result of a number of intersecting and interlocking forces. With so many possible permutations of outcomes, each with ample Revisiting the Future opportunity for unintended consequences, there is a growing sense of insecurity. Even so, history may be more instructive than ever. While we continue to believe that the Great Depression is not likely to be repeated, the lessons to be drawn from that period include the harmful effects on fledgling democracies and multiethnic societies (think Central Europe in 1920s and 1930s) and on the sustainability of multilateral institutions (think League of Nations in the same period). There is no reason to think that this would not be true in the twenty-first as much as in the twentieth century. For that reason, the ways in which the potential for greater conflict could grow would seem to be even more apt in a constantly volatile economic environment as they would be if change would be steadier. In surveying those risks, the report stressed the likelihood that terrorism and nonproliferation will remain priorities even as resource issues move up on the international agenda. Terrorism’s appeal will decline if economic growth continues in the Middle East and youth unemployment is reduced. For those terrorist groups that remain active in 2025, however, the diffusion of technologies and scientific knowledge will place some of the world’s most dangerous capabilities within their reach. Terrorist groups in 2025 will likely be a combination of descendants of long established groups_inheriting organizational structures, command and control processes, and training procedures necessary to conduct sophisticated attacks_and newly emergent collections of the angry and disenfranchised that become self-radicalized, particularly in the absence of economic outlets that would become narrower in an economic downturn. The most dangerous casualty of any economically-induced drawdown of U.S. military presence would almost certainly be the Middle East. Although Iran’s acquisition of nuclear weapons is not inevitable, worries about a nuclear-armed Iran could lead states in the region to develop new security arrangements with external powers, acquire additional weapons, and consider pursuing their own nuclear ambitions. It is not clear that the type of stable deterrent relationship that existed between the great powers for most of the Cold War would emerge naturally in the Middle East with a nuclear Iran. Episodes of low intensity conflict and terrorism taking place under a nuclear umbrella could lead to an unintended escalation and broader conflict if clear red lines between those states involved are not well established. The close proximity of potential nuclear rivals combined with underdeveloped surveillance capabilities and mobile dual-capable Iranian missile systems also will produce inherent difficulties in achieving reliable indications and warning of an impending nuclear attack. The lack of strategic depth in neighboring states like Israel, short warning and missile flight times, and uncertainty of Iranian intentions may place more focus on preemption rather than defense, potentially leading to escalating crises. 36 Types of conflict that the world continues to experience, such as over resources, could reemerge, particularly if protectionism grows and there is a resort to neo-mercantilist practices. Perceptions of renewed energy scarcity will drive countries to take actions to assure their future access to energy supplies. In the worst case, this could result in interstate conflicts if government leaders deem assured access to energy resources, for example, to be essential for maintaining domestic stability and the survival of their regime. Even actions short of war, however, will have important geopolitical implications. Maritime security concerns are providing a rationale for naval buildups and modernization efforts, such as China’s and India’s development of blue water naval capabilities. If the fiscal stimulus focus for these countries indeed turns inward, one of the most obvious funding targets may be military. Buildup of regional naval capabilities could lead to increased tensions, rivalries, and counterbalancing moves, but it also will create opportunities for multinational cooperation in protecting critical sea lanes. With water also becoming scarcer in Asia and the Middle East, cooperation to manage changing water resources is likely to be increasingly difficult both within and between states in a more dog-eat-dog world.
solvency 

No spillover -- IFRs too costly and take too long 

Makhijani 1

(Arjun, PhD in engineering and an electrical and nuclear engineer who is President of the Institute for Energy and Environmental Research. Makhijani has written many books and reports analyzing the safety, economics, and efficiency of various energy sources. He has testified before Congress and has served as an expert witness in Nuclear Regulatory Commission proceedings, “Letters to the Editor” Bulletin of Atomic Scientists, May 2001 vol. 57 no. 3 4-5)

As for IFRs, the 1996 National Academy of Sciences (NAS) study cited by Stanford concluded that there were several safety issues that remain to be resolved and that using advanced sodium-cooled reactors for transmutation “would require substantial development, testing, and large-scale demonstration under Nuclear Regulatory Commission safety review and licensing before one could proceed with confidence.” Even if all the technical problems posed by IFRs were to be solved, the costs of using this technology would be prohibitive. In the United States alone, IFRs would have to fission roughly 80,000 metric tons of heavy metal (about 99 percent of which is uranium). To transmute this amount of heavy metal over 40 years would require the building of about 2,000 IFRs of 1,000-megawatts capacity each. To manage the worldwide stock of spent fuel (both current and projected) in this way would require roughly four times as many reactors. Even assuming that one IFR reactor was brought on line a week, it would take 150 years to build them. The NAS study also expressed skepticism that the reprocessing technology associated with the IFR could be made as economical as its proponents claim. The IFR requirement of collocating the reprocessing element with the reactor would result in even higher costs because of the small scale of collocated plants. NAS's conclusion that there would be a 2 to 7 percent increase in electricity costs was based on low reactor costs and transmutation costs that were “likely to be no less than $50 billion and easily could be over $100 billion” for 600 metric tons of tran-suranics only. If the cost of reprocessing uranium is added, the total cost would increase to $300 billion—$900 billion for the United States alone. It is easy to see why no current transmutation scheme seriously proposes to transmute all the uranium in spent fuel.

Demonstration doesn’t spill over

Fahring 11

(T.L. Fahring is a 2011 graduate from the University of Texas School of Law. He is currently a law clerk at the Texas Eleventh Court of Appeals. He is interested in energy law, environmental law, and tax law, “Nuclear Uncertainty: A Look at the Uncertainties of a U.S. Nuclear Renaissance” 41 Tex. Envtl. L.J. 279) 

But this initial success does not necessarily ensure that new nuclear construction will take place: In announcing the new reactor license applications ... utilities have made clear that they are not committed to actually building the reactors, even if the licenses are approved. Large uncertainties about nuclear plant construction costs still remain ... All those problems helped cause the long cessation of U.S. reactor orders and will need to be addressed before financing for new multibillion-dollar nuclear power plants is likely to be obtained. n268

Prolif

No widespread proliferation

Hymans 12
Jacques Hymans, USC Associate Professor of IR, 4/16/12, North Korea's Lessons for (Not) Building an Atomic Bomb, www.foreignaffairs.com/articles/137408/jacques-e-c-hymans/north-koreas-lessons-for-not-building-an-atomic-bomb?page=show

Washington's miscalculation is not just a product of the difficulties of seeing inside the Hermit Kingdom. It is also a result of the broader tendency to overestimate the pace of global proliferation. For decades, Very Serious People have predicted that strategic weapons are about to spread to every corner of the earth. Such warnings have routinely proved wrong - for instance, the intelligence assessments that led to the 2003 invasion of Iraq - but they continue to be issued. In reality, despite the diffusion of the relevant technology and the knowledge for building nuclear weapons, the world has been experiencing a great proliferation slowdown. Nuclear weapons programs around the world are taking much longer to get off the ground - and their failure rate is much higher - than they did during the first 25 years of the nuclear age. As I explain in my article "Botching the Bomb" in the upcoming issue of Foreign Affairs, the key reason for the great proliferation slowdown is the absence of strong cultures of scientific professionalism in most of the recent crop of would-be nuclear states, which in turn is a consequence of their poorly built political institutions. In such dysfunctional states, the quality of technical workmanship is low, there is little coordination across different technical teams, and technical mistakes lead not to productive learning but instead to finger-pointing and recrimination. These problems are debilitating, and they cannot be fixed simply by bringing in more imported parts through illicit supply networks. In short, as a struggling proliferator, North Korea has a lot of company.

Their authors exaggerate

Farley 11, assistant professor at the Patterson School of Diplomacy and International Commerce at the University of Kentucky, (Robert, "Over the Horizon: Iran and the Nuclear Paradox," 11-16, www.worldpoliticsreview.com/articles/10679/over-the-horizon-iran-and-the-nuclear-paradox) 

But states and policymakers habitually overestimate the impact of nuclear weapons. This happens among both proliferators and anti-proliferators. Would-be proliferators seem to expect that possessing a nuclear weapon will confer “a seat at the table” as well as solve a host of minor and major foreign policy problems. Existing nuclear powers fear that new entrants will act unpredictably, destabilize regions and throw existing diplomatic arrangements into flux. These predictions almost invariably turn out wrong; nuclear weapons consistently fail to undo the existing power relationships of the international system. The North Korean example is instructive. In spite of the dire warnings about the dangers of a North Korean nuclear weapon, the region has weathered Pyongyang’s nuclear proliferation in altogether sound fashion. Though some might argue that nukes have “enabled” North Korea to engage in a variety of bad behaviors, that was already the case prior to its nuclear test. The crucial deterrent to U.S. or South Korean action continues to be North Korea’s conventional capabilities, as well as the incalculable costs of governing North Korea after a war. Moreover, despite the usual dire predictions of nonproliferation professionals, the North Korean nuclear program has yet to inspire Tokyo or Seoul to follow suit. The DPRK’s program represents a tremendous waste of resources and human capital for a poor state, and it may prove a problem if North Korea endures a messy collapse. Thus far, however, the effects of the arsenal have been minimal. Israel represents another case in which the benefits of nuclear weapons remain unclear. Although Israel adopted a policy of ambiguity about its nuclear program, most in the region understood that Israel possessed nuclear weapons by the late-1960s. These weapons did not deter Syria or Egypt from launching a large-scale conventional assault in 1973, however. Nor did they help the Israeli Defense Force compel acquiescence in Lebanon in 1982 or 2006. Nuclear weapons have not resolved the Palestinian question, and when it came to removing the Saddam Hussein regime in Iraq, Israel relied not on its nuclear arsenal but on the United States to do so -- through conventional means -- in 2003. Israeli nukes have thus far failed to intimidate the Iranians into freezing their nuclear program. Moreover, Israel has pursued a defense policy designed around the goal of maintaining superiority at every level of military escalation, from asymmetrical anti-terror efforts to high-intensity conventional combat. Thus, it is unclear whether the nuclear program has even saved Israel any money. The problem with nukes is that there are strong material and normative pressures against their use, not least because states that use nukes risk incurring nuclear retaliation. Part of the appeal of nuclear weapons is their bluntness, but for foreign policy objectives requiring a scalpel rather than a sledgehammer, they are useless. As a result, states with nuclear neighbors quickly find that they can engage in all manner of harassment and escalation without risking nuclear retaliation. The weapons themselves are often more expensive than the foreign policy objectives that they would be used to attain. Moreover, normative pressures do matter. Even “outlaw” nations recognize that the world views the use of nuclear -- not to mention chemical or biological -- weapons differently than other expressions of force. And almost without exception, even outlaw nations require the goodwill of at least some segments of the international community. Given all this, it is not at all surprising that many countries eschew nuclear programs, even when they could easily attain nuclear status. Setting aside the legal problems, nuclear programs tend to be expensive, and they provide relatively little in terms of foreign policy return on investment. Brazil, for example, does not need nuclear weapons to exercise influence in Latin America or deter its rivals. Turkey, like Germany, Japan and South Korea, decided a long time ago that the nuclear “problem” could be solved most efficiently through alignment with an existing nuclear power. Why do policymakers, analysts and journalists so consistently overrate the importance of nuclear weapons? The answer is that everyone has a strong incentive to lie about their importance. The Iranians will lie to the world about the extent of their program and to their people about the fruits of going nuclear. The various U.S. client states in the region will lie to Washington about how terrified they are of a nuclear Iran, warning of the need for “strategic re-evaluation,” while also using the Iranian menace as an excuse for brutality against their own populations. Nonproliferation advocates will lie about the terrors of unrestrained proliferation because they do not want anyone to shift focus to the manageability of a post-nuclear Iran. The United States will lie to everyone in order to reassure its clients and maintain the cohesion of the anti-Iran block. None of these lies are particularly dishonorable; they represent the normal course of diplomacy. But they are lies nevertheless, and serious analysts of foreign policy and international relations need to be wary of them. Nonproliferation is a good idea, if only because states should not waste tremendous resources on weapons of limited utility. Nuclear weapons also represent a genuine risk of accidents, especially for states that have not yet developed appropriately robust security precautions. Instability and collapse in nuclear states has been harrowing in the past and will undoubtedly be harrowing in the future. All of these threats should be taken seriously by policymakers. Unfortunately, as long as deception remains the rule in the practice of nuclear diplomacy, exaggerated alarmism will substitute for a realistic appraisal of the policy landscape. 

No global nuclear expansion

Economist, 3/10/’12
(http://www.economist.com/node/21549936)

In any country independent regulation is harder when the industry being regulated exists largely by government fiat. Yet, as our special report this week explains, without governments private companies would simply not choose to build nuclear-power plants. This is in part because of the risks they face from local opposition and changes in government policy (seeing Germany's nuclear-power stations, which the government had until then seen as safe, shut down after Fukushima sent a chilling message to the industry). But it is mostly because reactors are very expensive indeed. Lower capital costs once claimed for modern post-Chernobyl designs have not materialised. The few new reactors being built in Europe are far over their already big budgets. And in America, home to the world's largest nuclear fleet, shale gas has slashed the costs of one of the alternatives; new nuclear plants are likely only in still-regulated electricity markets such as those of the south-east. A technology for a more expensive world For nuclear to play a greater role, either it must get cheaper or other ways of generating electricity must get more expensive. In theory, the second option looks promising: the damage done to the environment by fossil fuels is currently not paid for. Putting a price on carbon emissions that recognises the risk to the climate would drive up fossil-fuel costs. We have long argued for introducing a carbon tax (and getting rid of energy subsidies). But in practice carbon prices are unlikely to justify nuclear. Britain's proposed carbon floor price—the equivalent in 2020 of €30 ($42) a tonne in 2009 prices, roughly four times the current price in Europe's carbon market—is designed to make nuclear investment enticing enough for a couple of new plants to be built. Even so, it appears that other inducements will be needed. There is little sign, as yet, that a price high enough to matter can be set and sustained anywhere. Whether it comes to benefit from carbon pricing or not, nuclear power would be more competitive if it were cheaper. Yet despite generous government research-and-development programmes stretching back decades, this does not look likely. Innovation tends to thrive where many designs can compete against each other, where newcomers can get into the game easily, where regulation is light. Some renewable-energy technologies meet these criteria, and are getting cheaper as a result. But there is no obvious way for nuclear power to do so. Proponents say small, mass-produced reactors would avoid some of the problems of today's behemoths. But for true innovation such reactors would need a large market in which to compete against each other. Such a market does not exist. Nuclear innovation is still possible, but it will not happen apace: whales evolve slower than fruit flies. This does not mean nuclear power will suddenly go away. Reactors bought today may end up operating into the 22nd century, and decommissioning well-regulated reactors that have been paid for when they have years to run—as Germany did—makes little sense. Some countries with worries about the security of other energy supplies will keep building them, as may countries with an eye on either building, or having the wherewithal to build, nuclear weapons. And if the prices of fossil fuels rise and stay high, through scarcity or tax, nuclear may charm again. But the promise of a global transformation is gone.
US won’t exert nonproliferation leadership

Cleary 12
Richard Cleary, American Enterprise Institute Research Assistant, 8/13/12, Richard Cleary: Persuading Countries to Forgo Nuclear Fuel-Making, npolicy.org/article.php?aid=1192&tid=30

The cases above offer a common lesson: The U.S., though constrained or empowered by circumstance, can exert considerable sway in nonproliferation matters, but often elects not to apply the most powerful tools at its disposal for fear of jeopardizing other objectives. The persistent dilemma of how much to emphasize nonproliferation goals, and at what cost, has contributed to cases of nonproliferation failure. The inconsistent or incomplete application of U.S. power in nonproliferation cases is most harmful when it gives the impression to a nation that either sharing sensitive technology or developing it is, or will become, acceptable to Washington. U.S. reticence historically, with some exceptions, to prioritize nonproliferation—and in so doing reduce the chance of success in these cases—does not leave room for great optimism about future U.S. efforts at persuading countries to forgo nuclear fuel-making.

Nuclear energy cred fails—countries say no to US tech if it constrains them

Cleary 12
Richard Cleary, American Enterprise Institute Research Assistant, 8/13/12, Richard Cleary: Persuading Countries to Forgo Nuclear Fuel-Making, npolicy.org/article.php?aid=1192&tid=30

The examples above show the limitations of both demand and supply side efforts. Supply side diplomatic interventions, made before the transfer of technology, have been at times effective, particularly in precluding nuclear fuel-making in the short term and buying time for more lasting solutions. However, as the Pakistan and Brazil cases illustrated, supply side interventions are no substitute for demand side solutions: Countries face political choices regarding nuclear fuel-making. A nation set upon an independent fuel-making capacity, such as Pakistan or Brazil, is unlikely to give up efforts because of supply side controls. Multilateral fuel-making arrangements, as proposed repeatedly by the United States, have not materialized and therefore seem to have had little tangible influence.

Aff link-turns prolif

Green 10

(Jim, PhD in Science and Technology Studies and regular media commentator on nuclear-related issues, “NUCLEAR WEAPONS, NUCLEAR POWER & INTEGRAL FAST REACTORS” February 2010, http://foe.org.au/sites/default/files/IFR-FoEA-web-Feb2010.pdf)

In theory, there's lots to like about the IFR concept – e.g. destroying nuclear waste and fissile (weapons) material and producing electricity in the process. In practice, there's every likelihood they would be problematic. Nuclear engineer Dave Lochbaum from the Union of Concerned Scientists has summed up the dilemma: "The IFR looks good on paper. So good, in fact, that we should leave it on paper. For it only gets ugly in moving from blueprint to backyard." The main problem is that the claims made about the proliferation resistance of IFRs are overblown. George Stanford, who worked on an IFR R&D program in the US, notes that proliferators "could do [with IFRs] what they could do with any other reactor − operate it on a special cycle to produce good quality weapons material." It may be easy to use an IFR to produce weapons materials (e.g. inserting and irradiating uranium targets) or it may be difficult – but it is certainly possible. IFR advocates assume that IFRs will be run on a normal operating cycle such that they would produce low-grade, highlycontaminated plutonium which would be contained within an intensely radioactive and intensely hot mixture that would greatly frustrate proliferators. But a proliferator would simply operate the reactor on a short irradiation cycle, producing weapon grade plutonium contained in a mixture which is not nearly so radioactive or hot. Likewise, IFR advocates claim that exceptionally heavilyshielded reprocessing facilities would be required to separate the plutonium because of the intense radioactivity and heat – but again they're making the implausible assumption that a proliferator would run the reactor on a normal operating cycle. Advocates assume that IFRs will consume more fissile material than they produce – such reactors are called 'burners'. But IFRs are close relatives of the 'breeder' reactors that do the opposite. Some IFR advocates propose building an initial fleet of breeders to build up stockpiles of fissile material to fuel a second fleet of IFRs. Some IFR advocates propose initially deploying IFR technology in nuclear weapons states and weaponscapable states. But dozens and dozens of similar proposals have come and gone over the decades, rejected by the countries that would be excluded. There is a long history of 'peaceful' nuclear programs providing political cover and the technical means to further nuclear weapons programs. The direct use of power reactors has been the smaller part of the problem. The larger part of the problem has been real or feigned interested in nuclear power providing a rationale for the acquisition of proliferation sensitive nuclear facilities including enrichment plants, reprocessing plants and research reactors. For IFRs, the good news is that they would not operate in conjunction with enrichment plants or conventional reprocessing plants. But they do need to be kick started with a load of fissile material. Ideally that fissile material would come from existing civil or military stockpiles. But there are some less than ideal scenarios – e.g. the requirement for an initial load of fissile material providing a rationale for the ongoing operation of enrichment and reprocessing plants or the construction of new ones. Tom Blees' plan for an initial fleet of breeders is also of concern. Real or feigned interested in developing IFRs could also be used as a rationale for constructing prototype or test fast reactors, which could potentially be used to produce fissile material for weapons. Separated plutonium stockpiles In theory, there is much to like about the idea of conventional reprocessing with the use of separated plutonium as fuel (in breeders or mixed uranium/plutonium 'MOX' reactors). In theory, it has many of the same potential benefits as IFRs including drawing down fissile material stockpiles. In practice, reprocessing has increased rather than decreased proliferation risks. Very little plutonium has been used as reactor fuel in breeders or MOX reactors. But the separation of plutonium from spent fuel continues apace such that stockpiles of separated 'civil' plutonium − which can be used directly in weapons − are increasing by about five tonnes annually and amount to over 270 tonnes, enough for 27,000 nuclear weapons. IFR advocates demonstrate little or no understanding of the realpolitik responsible for, amongst other things, turning attractive theories into the problem of plutonium stockpiling and the failure to take the simplest steps to address the problem – namely, suspending or reducing the rate of reprocessing such that plutonium stockpiles are drawn down rather than continually increasing. If IFR technology is developed and deployed, it will be in an environment where crass commercial and political imperatives have demonstrably prevented even the simplest steps being taken to reduce weapons proliferation risks. 

No nuclear terror

Mueller 10 (John, professor of political science at Ohio State, Calming Our Nuclear Jitters, Issues in Science and Technology, Winter, http://www.issues.org/26.2/mueller.html)

Politicians of all stripes preach to an anxious, appreciative, and very numerous choir when they, like President Obama, proclaim atomic terrorism to be “the most immediate and extreme threat to global security.” It is the problem that, according to Defense Secretary Robert Gates, currently keeps every senior leader awake at night. This is hardly a new anxiety. In 1946, atomic bomb maker J. Robert Oppenheimer ominously warned that if three or four men could smuggle in units for an atomic bomb, they could blow up New York. This was an early expression of a pattern of dramatic risk inflation that has persisted throughout the nuclear age. In fact, although expanding fires and fallout might increase the effective destructive radius, the blast of a Hiroshima-size device would “blow up” about 1% of the city’s area—a tragedy, of course, but not the same as one 100 times greater. In the early 1970s, nuclear physicist Theodore Taylor proclaimed the atomic terrorist problem to be “immediate,” explaining at length “how comparatively easy it would be to steal nuclear material and step by step make it into a bomb.” At the time he thought it was already too late to “prevent the making of a few bombs, here and there, now and then,” or “in another ten or fifteen years, it will be too late.” Three decades after Taylor, we continue to wait for terrorists to carry out their “easy” task. In contrast to these predictions, terrorist groups seem to have exhibited only limited desire and even less progress in going atomic. This may be because, after brief exploration of the possible routes, they, unlike generations of alarmists, have discovered that the tremendous effort required is scarcely likely to be successful. The most plausible route for terrorists, according to most experts, would be to manufacture an atomic device themselves from purloined fissile material (plutonium or, more likely, highly enriched uranium). This task, however, remains a daunting one, requiring that a considerable series of difficult hurdles be conquered and in sequence. Outright armed theft of fissile material is exceedingly unlikely not only because of the resistance of guards, but because chase would be immediate. A more promising approach would be to corrupt insiders to smuggle out the required substances. However, this requires the terrorists to pay off a host of greedy confederates, including brokers and money-transmitters, any one of whom could turn on them or, either out of guile or incompetence, furnish them with stuff that is useless. Insiders might also consider the possibility that once the heist was accomplished, the terrorists would, as analyst Brian Jenkins none too delicately puts it, “have every incentive to cover their trail, beginning with eliminating their confederates.” If terrorists were somehow successful at obtaining a sufficient mass of relevant material, they would then probably have to transport it a long distance over unfamiliar terrain and probably while being pursued by security forces. Crossing international borders would be facilitated by following established smuggling routes, but these are not as chaotic as they appear and are often under the watch of suspicious and careful criminal regulators. If border personnel became suspicious of the commodity being smuggled, some of them might find it in their interest to disrupt passage, perhaps to collect the bounteous reward money that would probably be offered by alarmed governments once the uranium theft had been discovered. Once outside the country with their precious booty, terrorists would need to set up a large and well-equipped machine shop to manufacture a bomb and then to populate it with a very select team of highly skilled scientists, technicians, machinists, and administrators. The group would have to be assembled and retained for the monumental task while no consequential suspicions were generated among friends, family, and police about their curious and sudden absence from normal pursuits back home. Members of the bomb-building team would also have to be utterly devoted to the cause, of course, and they would have to be willing to put their lives and certainly their careers at high risk, because after their bomb was discovered or exploded they would probably become the targets of an intense worldwide dragnet operation. Some observers have insisted that it would be easy for terrorists to assemble a crude bomb if they could get enough fissile material. But Christoph Wirz and Emmanuel Egger, two senior physicists in charge of nuclear issues at Switzerland‘s Spiez Laboratory, bluntly conclude that the task “could hardly be accomplished by a subnational group.” They point out that precise blueprints are required, not just sketches and general ideas, and that even with a good blueprint the terrorist group would most certainly be forced to redesign. They also stress that the work is difficult, dangerous, and extremely exacting, and that the technical requirements in several fields verge on the unfeasible. Stephen Younger, former director of nuclear weapons research at Los Alamos Laboratories, has made a similar argument, pointing out that uranium is “exceptionally difficult to machine” whereas “plutonium is one of the most complex metals ever discovered, a material whose basic properties are sensitive to exactly how it is processed.“ Stressing the “daunting problems associated with material purity, machining, and a host of other issues,” Younger concludes, “to think that a terrorist group, working in isolation with an unreliable supply of electricity and little access to tools and supplies” could fabricate a bomb “is farfetched at best.” Under the best circumstances, the process of making a bomb could take months or even a year or more, which would, of course, have to be carried out in utter secrecy. In addition, people in the area, including criminals, may observe with increasing curiosity and puzzlement the constant coming and going of technicians unlikely to be locals. If the effort to build a bomb was successful, the finished product, weighing a ton or more, would then have to be transported to and smuggled into the relevant target country where it would have to be received by collaborators who are at once totally dedicated and technically proficient at handling, maintaining, detonating, and perhaps assembling the weapon after it arrives. The financial costs of this extensive and extended operation could easily become monumental. There would be expensive equipment to buy, smuggle, and set up and people to pay or pay off. Some operatives might work for free out of utter dedication to the cause, but the vast conspiracy also requires the subversion of a considerable array of criminals and opportunists, each of whom has every incentive to push the price for cooperation as high as possible. Any criminals competent and capable enough to be effective allies are also likely to be both smart enough to see boundless opportunities for extortion and psychologically equipped by their profession to be willing to exploit them. Those who warn about the likelihood of a terrorist bomb contend that a terrorist group could, if with great difficulty, overcome each obstacle and that doing so in each case is “not impossible.” But although it may not be impossible to surmount each individual step, the likelihood that a group could surmount a series of them quickly becomes vanishingly small. Table 1 attempts to catalogue the barriers that must be overcome under the scenario considered most likely to be successful. In contemplating the task before them, would-be atomic terrorists would effectively be required to go though an exercise that looks much like this. If and when they do, they will undoubtedly conclude that their prospects are daunting and accordingly uninspiring or even terminally dispiriting. It is possible to calculate the chances for success. Adopting probability estimates that purposely and heavily bias the case in the terrorists’ favor—for example, assuming the terrorists have a 50% chance of overcoming each of the 20 obstacles—the chances that a concerted effort would be successful comes out to be less than one in a million. If one assumes, somewhat more realistically, that their chances at each barrier are one in three, the cumulative odds that they will be able to pull off the deed drop to one in well over three billion. Other routes would-be terrorists might take to acquire a bomb are even more problematic. They are unlikely to be given or sold a bomb by a generous like-minded nuclear state for delivery abroad because the risk would be high, even for a country led by extremists, that the bomb (and its source) would be discovered even before delivery or that it would be exploded in a manner and on a target the donor would not approve, including on the donor itself. Another concern would be that the terrorist group might be infiltrated by foreign intelligence. The terrorist group might also seek to steal or illicitly purchase a “loose nuke“ somewhere. However, it seems probable that none exist. All governments have an intense interest in controlling any weapons on their territory because of fears that they might become the primary target. Moreover, as technology has developed, finished bombs have been out-fitted with devices that trigger a non-nuclear explosion that destroys the bomb if it is tampered with. And there are other security techniques: Bombs can be kept disassembled with the component parts stored in separate high-security vaults, and a process can be set up in which two people and multiple codes are required not only to use the bomb but to store, maintain, and deploy it. As Younger points out, “only a few people in the world have the knowledge to cause an unauthorized detonation of a nuclear weapon.” There could be dangers in the chaos that would emerge if a nuclear state were to utterly collapse; Pakistan is frequently cited in this context and sometimes North Korea as well. However, even under such conditions, nuclear weapons would probably remain under heavy guard by people who know that a purloined bomb might be used in their own territory. They would still have locks and, in the case of Pakistan, the weapons would be disassembled. The al Qaeda factor The degree to which al Qaeda, the only terrorist group that seems to want to target the United States, has pursued or even has much interest in a nuclear weapon may have been exaggerated. The 9/11 Commission stated that “al Qaeda has tried to acquire or make nuclear weapons for at least ten years,” but the only substantial evidence it supplies comes from an episode that is supposed to have taken place about 1993 in Sudan, when al Qaeda members may have sought to purchase some uranium that turned out to be bogus. Information about this supposed venture apparently comes entirely from Jamal al Fadl, who defected from al Qaeda in 1996 after being caught stealing $110,000 from the organization. Others, including the man who allegedly purchased the uranium, assert that although there were various other scams taking place at the time that may have served as grist for Fadl, the uranium episode never happened. As a key indication of al Qaeda’s desire to obtain atomic weapons, many have focused on a set of conversations in Afghanistan in August 2001 that two Pakistani nuclear scientists reportedly had with Osama bin Laden and three other al Qaeda officials. Pakistani intelligence officers characterize the discussions as “academic” in nature. It seems that the discussion was wide-ranging and rudimentary and that the scientists provided no material or specific plans. Moreover, the scientists probably were incapable of providing truly helpful information because their expertise was not in bomb design but in the processing of fissile material, which is almost certainly beyond the capacities of a nonstate group. Kalid Sheikh Mohammed, the apparent planner of the 9/11 attacks, reportedly says that al Qaeda’s bomb efforts never went beyond searching the Internet. After the fall of the Taliban in 2001, technical experts from the CIA and the Department of Energy examined documents and other information that were uncovered by intelligence agencies and the media in Afghanistan. They uncovered no credible information that al Qaeda had obtained fissile material or acquired a nuclear weapon. Moreover, they found no evidence of any radioactive material suitable for weapons. They did uncover, however, a “nuclear-related” document discussing “openly available concepts about the nuclear fuel cycle and some weapons-related issues.” Just a day or two before al Qaeda was to flee from Afghanistan in 2001, bin Laden supposedly told a Pakistani journalist, “If the United States uses chemical or nuclear weapons against us, we might respond with chemical and nuclear weapons. We possess these weapons as a deterrent.” Given the military pressure that they were then under and taking into account the evidence of the primitive or more probably nonexistent nature of al Qaeda’s nuclear program, the reported assertions, although unsettling, appear at best to be a desperate bluff. Bin Laden has made statements about nuclear weapons a few other times. Some of these pronouncements can be seen to be threatening, but they are rather coy and indirect, indicating perhaps something of an interest, but not acknowledging a capability. And as terrorism specialist Louise Richardson observes, “Statements claiming a right to possess nuclear weapons have been misinterpreted as expressing a determination to use them. This in turn has fed the exaggeration of the threat we face.” Norwegian researcher Anne Stenersen concluded after an exhaustive study of available materials that, although “it is likely that al Qaeda central has considered the option of using non-conventional weapons,” there is “little evidence that such ideas ever developed into actual plans, or that they were given any kind of priority at the expense of more traditional types of terrorist attacks.” She also notes that information on an al Qaeda computer left behind in Afghanistan in 2001 indicates that only $2,000 to $4,000 was earmarked for weapons of mass destruction research and that the money was mainly for very crude work on chemical weapons. Today, the key portions of al Qaeda central may well total only a few hundred people, apparently assisting the Taliban’s distinctly separate, far larger, and very troublesome insurgency in Afghanistan. Beyond this tiny band, there are thousands of sympathizers and would-be jihadists spread around the globe. They mainly connect in Internet chat rooms, engage in radicalizing conversations, and variously dare each other to actually do something. Any “threat,” particularly to the West, appears, then, principally to derive from self-selected people, often isolated from each other, who fantasize about performing dire deeds. From time to time some of these people, or ones closer to al Qaeda central, actually manage to do some harm. And occasionally, they may even be able to pull off something large, such as 9/11. But in most cases, their capacities and schemes, or alleged schemes, seem to be far less dangerous than initial press reports vividly, even hysterically, suggest. Most important for present purposes, however, is that any notion that al Qaeda has the capacity to acquire nuclear weapons, even if it wanted to, looks farfetched in the extreme. It is also noteworthy that, although there have been plenty of terrorist attacks in the world since 2001, all have relied on conventional destructive methods. For the most part, terrorists seem to be heeding the advice found in a memo on an al Qaeda laptop seized in Pakistan in 2004: “Make use of that which is available … rather than waste valuable time becoming despondent over that which is not within your reach.” In fact, history consistently demonstrates that terrorists prefer weapons that they know and understand, not new, exotic ones. Glenn Carle, a 23-year CIA veteran and once its deputy intelligence officer for transnational threats, warns, “We must not take fright at the specter our leaders have exaggerated. In fact, we must see jihadists for the small, lethal, disjointed, and miserable opponents that they are.” al Qaeda, he says, has only a handful of individuals capable of planning, organizing, and leading a terrorist organization, and although the group has threatened attacks with nuclear weapons, “its capabilities are far inferior to its desires.” Policy alternatives The purpose here has not been to argue that policies designed to inconvenience the atomic terrorist are necessarily unneeded or unwise. Rather, in contrast with the many who insist that atomic terrorism under current conditions is rather likely— indeed, exceedingly likely—to come about, I have contended that it is hugely unlikely. However, it is important to consider not only the likelihood that an event will take place, but also its consequences. Therefore, one must be concerned about catastrophic events even if their probability is small, and efforts to reduce that likelihood even further may well be justified. At some point, however, probabilities become so low that, even for catastrophic events, it may make sense to ignore them or at least put them on the back burner; in short, the risk becomes acceptable. For example, the British could at any time attack the United States with their submarine-launched missiles and kill millions of Americans, far more than even the most monumentally gifted and lucky terrorist group. Yet the risk that this potential calamity might take place evokes little concern; essentially it is an acceptable risk. Meanwhile, Russia, with whom the United States has a rather strained relationship, could at any time do vastly more damage with its nuclear weapons, a fully imaginable calamity that is substantially ignored. In constructing what he calls “a case for fear,” Cass Sunstein, a scholar and current Obama administration official, has pointed out that if there is a yearly probability of 1 in 100,000 that terrorists could launch a nuclear or massive biological attack, the risk would cumulate to 1 in 10,000 over 10 years and to 1 in 5,000 over 20. These odds, he suggests, are “not the most comforting.” Comfort, of course, lies in the viscera of those to be comforted, and, as he suggests, many would probably have difficulty settling down with odds like that. But there must be some point at which the concerns even of these people would ease. Just perhaps it is at one of the levels suggested above: one in a million or one in three billion per attempt.

No extinction

Mueller 99 John, Prof. Pol. Sci. @ Ohio State and Karl Mueller, June, (Foreign Affairs, l/n)

Nuclear weapons clearly deserve the “weapons of mass destruction” designation because they can indeed destroy masses of people in a single blow. Even so, it is worth noting that any nuclear weapons acquired by terrorist groups or rogue states, at least initially, are likely to be small. Contrary to exaggerated Indian and Pakistani claims, for example, independent analyses of their May 1998 nuclear tests have concluded that the yields were Hiroshima-sized or smaller. Such bombs can cause horrible though not apocalyptic damage. Some 70,000 people died in Hiroshima and 40,000 in Nagasaki. People three miles away from the blast sites received only superficial wounds even when fully exposed, and those inside bomb shelters at Nagasaki were uninjured even though they were close to ground zero. Some buildings of steel and concrete survived, even when they were close to the blast centers, and most municipal services were restored within days. A Hiroshima-sized bomb exploded in a more fire-resistant modern city would likely be considerably less devastating. Used against well-prepared, dug-in, and dispersed troops, a small bomb might actually cause only limited damage. If a single such bomb or even a few of them were to fall into dangerous hands, therefore, it would be terrible, though it would hardly threaten the end of civilization.
Their impact ev to peak uranium is terrible – no scenario for war – at worst massive timeframe—peak=/= immediate impact

No peak uranium

NEI ‘12 

Nuclear Energy Institute, “Myths & Facts About Nuclear Energy”, June, http://www.nei.org/resourcesandstats/documentlibrary/reliableandaffordableenergy/factsheet/myths--facts-about-nuclear-energy-january-2012/

Fact: Readily available uranium resources (5.5 million metric tons) will last at least 100 years at today’s consumption rate, according to the World Nuclear Association and the Nuclear Energy Agency of the Organization for Economic Cooperation and Development. An estimated additional 10.5 million metric tons that remain untapped will expand the available supply to at least 200 years at today’s consumption rate. The agency also determined that further exploration and improvements in extraction technology are likely to at least double this estimate over time. These estimates do not take into account the effect that increased recycling of used nuclear fuel would have on global supplies. The Massachusetts Institute of Technology (MIT) recently confirmed that uranium supplies will not limit the expansion of nuclear energy in the U.S. in its 2010 study “The Future of the Nuclear Fuel Cycle.”

Warming

IFRs cant solve warming and trades off with things that can

Cochran 9 

(Thomas, Senior Scientist, Nuclear Program, Natural Resources Defense Council, “Senate Energy and Natural Resources Committee Hearing; To receive testimony on nuclear energy development; Testimony by Thomas Cochran, Senior Scientist, Nuclear Program, Natural Resources Defense Council” March 18, 2009, Congressional Documents and Publications) 

B. Spent Fuel Reprocessing. The federal government should not encourage or support commercial spent fuel reprocessing. Putting aside for the moment the serious proliferation and security concerns involved in any future global shift toward reprocessing, it's clear that combating climate change is an urgent task that requires near term investments yielding huge decarbonization dividends on a 5 to 20 year timescale. For thermal reactors, the closed fuel cycle (spent fuel reprocessing and recycling plutonium) is unlikely ever to be less costly than the once-through fuel cycle, even assuming significant carbon controls. But setting aside such near-term cost barriers, commercial viability for a closed fuel cycle employing fast reactors is an even longer-term proposition. So even fervent advocates of nuclear power need to put the reprocessing agenda aside for a few decades, and focus on swiftly deploying and improving the low-carbon energy solutions. Think about it. In pursuit of closing the fuel cycle, the U.S. government could easily spend on the order of $ 150 billion over 15 years just to get to the starting line of large-scale commercialization. But all that spending will not yield one additional megawatt of low-carbon electricity beyond what could be obtained by sticking with the current once-through cycle, much less by investing that $150 billion in renewable and efficient energy technologies. Spent-fuel reprocessing, plutonium recycle, and fast reactor waste transmutation are currently uneconomical, higher-risk, 100-year answers to an urgent climate question that now requires low-risk 5 to 20 year solutions. For now, Congress and the new Administration should terminate funding for the Global Nuclear Energy Partnership (GNEP) and its associated efforts to close the nuclear fuel cycle and introduce fast burner reactors in the United States. At any point along the way, Mr. Chairman, we can revisit this issue to assess whether there may be truly disruptive innovations in nuclear technology that would alter this negative assessment, and induce us to view closing the fuel cycle as a more costeffective pathway to decarbonization than the host of cheaper alternatives we have available to us today.

Plan takes too long

Clarke 10

(Renfrey – widely published climate activist, “Why James Hansen is wrong on nuclear power” April 8, 2010, http://links.org.au/node/1607) 

Through the use of IFRs, proponents like Hansen maintain, huge quantities of energy could be created without major emissions of greenhouse gases. Meanwhile, the costs and dangers of uranium mining and enrichment would be avoided. With plutonium and highly radioactive wastes never leaving the reactor sites, security would be easier to manage. From being a massive obstacle, end-product waste storage would become quite feasible. Unfortunately, IFRs do not offer a solution to global warming. The catch, above all, is in the time lines. There is simply no way that IFRs can be designed, brought to practical operating status and built in massive numbers during the few years – barely a decade, if something like today’s natural world is to survive – that the greenhouse emissions budget allows us. Developing workable IFRs would not be straightforward or quick, even if massive resources were assigned to the task. Since the 1950s nuclear engineers have acquired considerable experience of fast-neutron reactors. Mostly, this experience has been with so-called “fast breeder” reactors, designed to maximise plutonium output for bomb making and reactor fuel, rather than with “burner” reactors like IFRs. But the message is the same for both types: fast-neutron reactors are particularly complex, have a high rate of accidents and breakdowns, and are fiendishly difficult and time consuming to service and repair. Needing to maintain high neutron energy levels, fast reactors cannot use water as a coolant, since this would slow the neutrons down. The coolant of choice is molten sodium metal. Sodium is highly reactive, burning readily in air and exploding on contact with water. If leaks are not to result in sodium-air fires, the reactor vessel and coolant pipes must be surrounded with inert argon gas, adding to complexity and costs. The sodium that passes through the reactor core becomes highly radioactive. This means that an extra coolant loop must be incorporated, isolating the reactor coolant from the steam-generating equipment so that an explosion cannot disperse radioactive sodium; again, the additional complexity raises capital costs. For various repair and maintenance procedures, the sodium must be drained and the pipes flushed. This has to be done with regard for the radioactivity, while taking care to prevent fires. Even minor malfunctions can result in months of down time. Sodium fires Between 1980 and 1997, Russia’s BN-600 fast reactor experienced 27 leaks, 14 of which resulted in sodium fires. Japan’s Monju reactor suffered a major sodium-air fire in 1995, and was still out of action at the end of 2009. The only attempt so far at a commercial-scale fast reactor, the French Superphénix plant, was shut down after a decade in 1996; it had a lifetime capacity factor – that is, actual as compared to designed output – of just 7 per cent. The development of IFRs, if it goes ahead, will be expensive, difficult and prolonged. Wikipedia predicts a commercialisation date for fourth-generation nuclear plants of 2030. But we cannot wait that long before drastically curtailing greenhouse emissions. With both third- and fourth-generation nuclear plants outside the time bracket, what is left for environmentalists who hanker after nuclear power? The only option for them is the one embraced by the French and Chinese governments, and now, it seems, by the Obama administration in the US: an accelerated roll-out of second-generation nuclear plants, built to standardised designs following rushed or non-existent consultation with the plants’ future neighbours. There are no guarantees, however, that major savings of carbon emissions would result. The power-generating operations of nuclear plants emit virtually no greenhouse gases, but other parts of the nuclear cycle – uranium mining, milling and enrichment, and the construction of power plants – are fossil fuel-intensive. Estimates of the all-up carbon footprints of today’s nuclear plants are controversial, but whatever the actual emissions might be, they are considered certain to increase dramatically over time. High-grade deposits of uranium are few, and likely to be quickly exhausted. “If nuclear energy were to be expanded to contribute (say) half of the world’s electricity”, researchers Mark Diesendorf and Peter Christoff calculated in 2006, “high-grade (uranium) reserves would last less than a decade”.

No nuclear exports

NEI, Nuclear Energy Institute, Winter ‘12
(“U.S. Nuclear Export Rules Hurt Global Competitiveness,” http://www.nei.org/resourcesandstats/publicationsandmedia/insight/insightwinter2012/us-nuclear-export-rules-hurt-global-competitiveness/)

Today, U.S. dominance of the global nuclear power market has eroded as suppliers from other countries compete aggressively against American exporters. U.S. suppliers confront competitors that benefit from various forms of state promotion and also must contend with a U.S. government that has not adapted to new commercial realities. The potential is tremendous—$500 billion to $740 billion in international orders over the next decade, representing tens of thousands of potential American jobs, according to the U.S. Department of Commerce. With America suffering a large trade deficit, nuclear goods and services represent a market worth aggressive action. However, antiquated U.S. government approaches to nuclear exports are challenging U.S. competitiveness in the nuclear energy market. New federal support is needed if the United States wants to reclaim dominance in commercial nuclear goods and services—and create the jobs that go with them. “The U.S. used to be a monopoly supplier of nuclear materials and technology back in the ’50s and ’60s,” said Fred McGoldrick, former director of the Office of Nonproliferation and Export Policy at the State Department. “That position has eroded to the point where we’re a minor player compared to other countries.” America continues to lead the world in technology innovation and know-how. So what are the issues? And where is the trade? Effective coordination among the many government agencies involved in nuclear exports would provide a boost to U.S. suppliers. “Multiple U.S. agencies are engaged with countries abroad that are developing nuclear power, from early assistance to export controls to trade finance and more,” said Ted Jones, director for supplier international relations at NEI. The challenge is to create a framework that allows commercial nuclear trade to grow while ensuring against the proliferation of nuclear materials. “To compete in such a situation, an ongoing dialogue between U.S. suppliers and government needs to be conducted and U.S. trade promotion must be coordinated at the highest levels,” Jones said. Licensing U.S. Exports Jurisdiction for commercial nuclear export controls is divided among the Departments of Energy and Commerce and the Nuclear Regulatory Commission and has not been comprehensively updated to coordinate among the agencies or to reflect economic and technological changes over the decades. The State Department also is involved in international nuclear commerce. It negotiates and implements so-called “123 agreements” that allow for nuclear goods and services to be traded with a foreign country. The federal agencies often have different, conflicting priorities, leading to a lack of clarity for exporters and longer processing times for export licenses. “The U.S. nuclear export regime is the most complex and restrictive in the world and the least efficient,” said Jones. “Furthermore, it is poorly focused on items and technologies that pose little or no proliferation concern. By trying to protect too much, we risk diminishing the focus on sensitive technologies and handicapping U.S. exports.” A case in point is the Energy Department’s Part 810 regulations. While 123 agreements open trade between the United States and other countries, Part 810 regulates what the United States can trade with another country. For certain countries, it can take more than a year to obtain “specific authorizations” to export nuclear items. Because other supplier countries authorize exports to the same countries with fewer requirements and delays, the Part 810 rules translate into a significant competitive disadvantage for U.S. suppliers. Today, 76 countries require a specific authorization, but DOE has proposed almost doubling that number—to include for the first time countries that have never demonstrated a special proliferation concern, that are already part of the global nuclear supply chain, and that plan new nuclear infrastructure. The proposed Part 810 rule would do nothing to reduce lengthy license processing times, said Jones. Other nuclear supplier countries impose strict guidelines on their licensing agencies for timely processing of applications. Equivalent licenses must be processed in fewer than nine months in France, fewer than 90 days in Japan and 15 days in South Korea. One possible solution, said McGoldrick, would be to set similar deadlines for issuance of licenses. U.S. agencies “could have deadlines set forth in the new [Part 810] regulations, which would give the relevant government agencies specified times in which to act on a license. Time could be exceeded only under certain circumstances,” said McGoldrick. Instituting Same Rules for Everyone At stake is not just the nation’s manufacturing base, but thousands of jobs. In 2008, all exports supported more than 10 million jobs, according to “The Report to the President on the National Export Initiative.” One of the report’s recommendations was to expand opportunities for U.S. commercial nuclear exports.

Climate change doesn’t cause war—prefer broad statistical analysis to specific scenarios

Gartzke, PhD poli sci – University of Iowa, associate professor of poli sci – UCSD, ‘12
(Erik, “Could climate change precipitate peace?” Journal of Peace Research Vol. 49 No. 1, p. 177-192, January)

Before forging ahead, it will be useful to explain why I explore these linkages between climate and conflict at the system-level. First, there is every reason to suspect that system-level analysis is sufficient to test the hypotheses outlined above. Without specific expectations about how the effects of climate on conflict vary from place to place, there is no a priori reason to favor a more fine-grained analysis. Indeed, the best place to begin an inquiry of this type is at the system level. State or dyadic analysis would allow for the inclusion of additional covariates, but the research community has yet to posit ways that these variables might relate to climate change. The relationships that have been hypothesized are most likely to manifest at the system level. The approach here thus provides answers and insights without encumbering the empirical domain for future tests. Second, a system-level analysis of basic relationships is necessary. Regardless of whether additional tests are proposed (and conducted) involving states or dyads, researchers will still need information about the overall tendency of climate change to affect (or fail to affect) interstate conflict. An important source of ambiguity follows from the fact that we know very little about the pervasiveness of tendencies that have begun to be identified and debated in the literature. Predictions about climate change in more discrete units of ocean or territory are less reliable, suggesting claims about the effects of climate change on conflict are themselves most reliable when made where confidence about the nature and impact of temperature anomalies is least in doubt. The analysis here is meant to complement additional, more fine-grained analysis. Identifying systemic relationships should help to define and propel examination of additional, more geographically varied correlates of climate change. I investigate climate and conflict at the system level as an initial step, in the expectation that future research will fill in or possibly revise many missing details. Research design and data The system-level analyses conducted here involve counts of militarized disputes or fatal militarized disputes. I use negative binomial logit to evaluate a count dependent variable. Key independent variables and additional ‘control’ variables are all discussed below. The Correlates of War (COW) Militarized Interstate Dispute (MID) dataset is the most widely referenced measure of interstate conflict (Gochman and Maoz, 1984; Ghosn, Palmer & Bremer, 2004). MIDs consist of militarized threats, displays, or uses of force up to and including war among internationally recognized states, 1816 to 2000. I sum MIDs annually. Annual average temperature data are reported as ‘anomalies’. First, researchers at the NASA Goddard Institute for Space Studies provide the GISS Surface Temperature Analysis (GISTEMP) time series beginning in 1880, with a base time period 1951–80 (Hansen et al., 2006, 2010).13 Second, data from the United Kingdom Meteorological Office Hadley Centre and the Climatic Research Unit, University of East Anglia, offer annual observations from 1850, with a base period of 1961–90 (Brohan et al., 2006).14 Measures of regime type come from the Polity IV project (Gurr, Jaggers & Moore, 1989; Marshall & Jaggers, 2002). Democ measures three institutional attributes of democracy: popular suffrage, constraints on the executive, and civil liberties. Autoc codes restrictions on political participation. The indexes are routinely combined into an ordinal measure. Data on IGO membership come from COW. These data report membership at five-year intervals for all but the most recent few decades. I construct a count of the international organizations per year and replace missing values with a previous year’s observation. Gross domestic product (GDP) per capita is the standard measure of development. GDP data for the bulk of the world’s countries come from Gleditsch (2002). GDP data are only available for recent decades. Historical research involving economic development must thus rely on proxies. Per capita energy consumption correlates very highly with GDP per capita (cf. Burkhart & Lewis-Beck, 1994) and has the added value of actually measuring consumption of fossil fuels. I use per capita energy consumption in tests reported here. Most research on liberal peace has focused on trade dependence rather than economic development. Development is the more appropriate indicator here, as it is more closely linked to industrialization/pollution and climate change. I also argue that development is generally more salient than trade for mitigating conflict. It seems appropriate and practical, however, to include a measure of world trade in some regressions to confirm that the effects attributed to development are not the result of economic interdependence. Data on economic openness (monadic trade) is included in the Gleditsch data. I add several variables to address possible confounding factors. # Countries is a count of the number of internationally recognized nation states by year. The number of countries grows tremendously over the period covered in the analysis. Population measures the number of humans on earth. Systemic structural changes could also bias estimates of the effect of climate or other variables. I add a dummy for US hegemony (1945–present), and for the post-Cold War period (1992–present) to address system structure effects. Carter & Signorino (2010) offer a simple technique to address temporal dependence that uses a count for the year, plus quadratic and cubic versions of the count variable. This approach is well suited to the analysis conducted here. I also add a count variable for the number of countries that are members of the international system in a given year in some regressions. Additional details are discussed as they arise in reviewing the analysis. Analysis Figure 1 reports the annual onset of MIDs, weighted by the number of dyads in the world system. As the quadratic trend line indicates, the number of MIDs per annum rose during the 19th and early 20th centuries, peaking in two world wars. However, the post-World War II period has been more peaceful, a pattern even more pronounced for the sample of fatal MIDs or wars. The incidence of MIDs has dropped at roughly the same time that the effects of climate change become apparent. Figure 2 details average annual global temperature anomalies and a five-year moving average.15 Climate change appears to correlate with the decline in interstate conflict. Yet, other processes co-trend in this period. The most eligible processes are liberal economic and political variables. Figure 3 depicts average democracy, the number of IGOs, and per capita energy consumption from 1816 and 2000. Values are normalized by variable means. Table I lists eight regressions comparing the effects of climate, democracy, development, and IGO membership on an annual count of worldwide MIDs. Model 1.1 contains only average annual temperature anomalies, world population, a count of countries, and the intercept. Temperature anomalies correlate positively with the count of MIDs, appearing to confirm the suspicion of many that global warming may increase interstate conflict. Model 1.1 is almost certainly under-specified. The negative relationship between climate and conflict probably reflects the non-linear function identified in Figure 1. Model 1.2 adds the squared temperature anomaly variable. While the coefficient on the linear term remains insignificant, the quadratic variable is negative and highly significant. Given that the mean for the linear variable is negative and the quadratic mean is positive, the combined effect is negative. Higher annual temperatures still appear to reduce conflict. Model 1.3 adds a measure of the proportion of democracies in the world.16 Systemic democracy actually appears to increase conflict, though at the 10% significance level. Democracies may be less warlike toward each other, but the most disputatious dyads involve one democracy and one non-democracy (Ray, 1993; Gleditsch & Hegre, 1997). As the number of democracies in the world increases, initially the bulk of dyads created are heterogeneous, theoretically increasing ecological conflict. For this reason, I add a quadratic regime type variable to Model 1.4. The results appear at first to support the curvilinear argument. Both regime type variables are highly significant in opposite directions. However, a plot of the relationship (not shown) reveals that the function trends downward, curving in the opposite direction anticipated, convex to the origin, with a minimum number of MIDs at about 85% of the maximum proportion of democracy. Models 1.5 and 1.6 explore the effects of economic development on interstate disputes. Model 1.5 adds the linear development variable, while Model 1.6 introduces the quadratic term. By itself, the linear impact of development is positive and modestly statistically significant. The climate and regime type variables also become smaller and less statistically significant. The quadratic development variable in Model 1.6 greatly increases the significance and substantive impact of development on conflict. The democracy variables become statistically insignificant. The quadratic term on the climate anomaly variable remains significant at the 1% level. Climate still appears to diminish interstate conflict. The final pair of regressions in Table I add the linear and quadratic IGO variables. Neither of the IGO variables is statistically significant, though they slightly reduce the statistical significance and impact of the climate anomaly variables. A pitfall inherent in the analyses in Table I is that most of the variables involved are non-stationary. Variables that trend over time will tend to correlate regardless of whether they are related causally. The results in Table I would be much more credible if it could be demonstrated that they did not result from the co-trending of key variables. Before correcting for the non-stationarity of the variables directly, I first address the time trend common to all of the variables. Model 2.1 in Table II adds linear, quadratic, and cubic count variables for years since 1816 to Model 1.8 from Table I. The time trend variables are all highly statistically significant. They appear to be capturing relationships that are not explained by the other variables. The effect of the year count variables is to make the climate variables statistically insignificant, while democracy and IGOs are significant. Economic development remains statistically significant. However, this approach is somewhat heavy-handed. While there is no a priori reason to oppose these measures, they contain limited theoretical content and should be interpreted with care. Note for example that both IGOs and democracy now appear to be harmful to interstate peace A separate concern involves the coding of militarized disputes (I will return to the issue of non-stationarity in Table III). MIDs often involve relatively minor acts of conflict that could overwhelm relationships at higher conflict intensities. While potentially useful for capturing subtle effects of climate on conflict, minor MIDs may also incorporate trends that are unrelated to climate, globalization, or the rise of global democracy. Model 2.2 focuses on fatal MIDs. The higher dispute intensity moves the curvilinear relationship identified in Table I prior to the beginning of the sample in 1880. Thus, a simpler model specification with no non-linear terms is used.17 I also introduce two additional variables. First, economic development could reflect the effect of trade on conflict. For this reason, I add a measure of total global trade (Oneal & Russett, 2005). Second, US hegemony could account for changes in conflict patterns attributed to climate change.18 However, neither the World trade nor the US hegemony variables are statistically significant. Interstate politics became more peaceful after the Cold War, even as climate change began to make itself felt. In Model 2.3, I add another dummy for the post-Cold War period. Climate change is just short of statistical significance at the 10% level. IGO counts are marginally significant and positive, while development remains significant. Figure 4 details the effects of climate change on fatal MIDs based on Model 2.2 in Table II. I used the Clarify software in Stata to calculate the predicted probabilities and confidence intervals reported in the figure (Tomz, Wittenberg & King, 2003). Introducing US hegemony and post-Cold War forces the climate anomaly variable to compete for covariance over the portion of the relationship with the dependent variable where the confidence intervals are tightest. Again, statistical blunt objects must be applied to counteract the negative relationship between global warming and fatal MIDs. Figure 5 again uses Clarify to plot the effects of development on conflict (Model 2.2). The robust relationship is reflected in tight confidence intervals around estimated values. While Table II examines possible confounding temporal trends among key variables, I have still to address non-stationarity within these variables. The probability distribution of a stationary variable does not change when shifted in time or space (Hamilton, 1994). Table III offers three regressions in which the key variables have been corrected for non-stationarity. The steps involved in correcting each variable were slightly different, given differences in these data. In each case, I used plots and diagnostic tools such as the Dickey-Fuller test to identify appropriate corrections. The regime type variable serves as an example. A unit root test (Dickey-Fuller) and a plot of values of the variable against time showed that the variable was not stationary. I first subtracted the variable mean, centering the variable about zero. I then first-differenced the variable to remove the apparent linear trend. The resulting variable exhibited no trend and had a mean of zero with constant variance. Development and Intergov org had non-linear trends. I logged each variable and then followed the steps above to produce stationary versions of the variables. First differencing was sufficient to correct the climate change variables. Model 3.1 contains corrected versions of the eight key variables, but omits other ‘control’ variables. The results suggest some impact for climate and development on conflict, though only for the quadratic term. Interestingly, temperature anomalies now appear to exacerbate MID behavior, while development decreases disputes. International organizations also appear to inhibit conflict. I examined versions of the regressions in Table III that included corrected stationary versions of Population, # Countries, and other variables, but these variables were generally insignificant and tended to weaken results for key variables. Since all of the variables in these models are de-trended, the value of controls meant to capture the effect of certain trends is considerably reduced. One of the limitations of the analysis is the limited temporal domain over which data are available on climate change. Reaching back earlier in time is useful because it places the beginning of the analysis more firmly in the pre-industrial or early-industrial period. Model 3.2 uses the HadCRUT data, which adds 30 observations to the econometric time series. These data are corrected in the same manner as the CISTEMP data used exclusively in Tables I and II. Introducing the longer time series to the stationary variables has two important effects. First, it leads the climate change variables to become statistically insignificant. Second, it strengthens the statistical significance of both Development variables. Intergov org also becomes more robustly significant. The final model in Table III again looks exclusively at fatal disputes. The results are substantially the same as in Model 3.2, though levels of statistical significance are generally lower. The IGOs variable is no longer statistically significant, while the development v Climate change, water stress, and transboundary water conflictsariables are significant at a lower threshold level. Still, both development variables are statistically significant, despite the data contortions necessary to produce stationary variables and despite the presence of other plausible determinants of peace and conflict. What initially looked to be a product of climate is perhaps most convincingly explained by the precipitants of climate change, in particular economic development. In addition to counts of MIDs and fatal MIDs, it is possible to examine the effects of climate on aggregate casualty counts. Lacina, Gleditsch & Russett (2006) argue that casualty counts may be a better measure of trends in human conflict.19 Lacina & Gleditsch (2005) offer the best available casualty data. I replicated the regressions from Tables I and II, replacing the dependent variable with casualty counts or logged casualty counts. Because they provide relatively few new insights and in order to save space, I do not report these results here. The climate anomaly variable is never statistically significant, either by itself or in conjunction with its square. Economic development is always positive and usually statistically significant, suggesting that casualty levels are increasing with modernity. While this result contrasts with the findings using MIDs and fatal MIDs, one cannot infer that developed states experience more casualties, as developed countries could be inflicting more casualties on other states. Alternately, developing countries may have higher casualties once international arms markets can supply more lethal military technologies. Finally, there is a strong curvilinear relationship between casualties and democracy or IGOs. This appears to be an accident of history more than a causal relationship. Democracy and IGOs have increased in the 20th century, while the mid-century is notable for extraordinary contests involving massive casualties. Logging casualty counts leads the IGO variable to become insignificant, while democracy remains modestly significant and negative at the 5% level in most regressions. Conclusion It thus appears that the processes that are widely seen by experts as responsible for global warming are themselves key contributors to the decline in global warfare. Prosperous nations are not fighting each other, even if they are polluting the planet. Obviously, this poses important dilemmas for policymakers and others. On the one hand, economic growth is inherently appealing. Prosperity solves many of the problems that plague the developing world. We must add to the advantages of economic development that it appears to make countries more peaceful. On the other hand, climate change imposes significant environmental costs. These trade-offs lack easy solutions. Indeed, we must ask whether environmental objectives are modified by the prospect that combating climate change could prolong the process of transition from warlike to peaceful polities. Climate change may be one of the most important issues facing human civilization, or perhaps even life on earth. The effects of climate change are generally viewed as negative. Reasonable speculation also links climate to interstate conflict. However, the evidence provided here suggests reasons for cautious optimism. Interstate warfare is not generally inflamed by higher temperatures. Instead, economic development contributes to both global warming and interstate peace. Development creates nations that are no longer interested in territorial conquest, even if occasionally they continue to use force in punitive ways, or to police the growing global commons, coercing non-compliant states, groups, or leaders. In a somewhat ironic twist, the same forces that are polluting our planet and altering the climate also have beneficial effects on international conflict.

Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 

Warming locked in—current construction and no international deal means it will be runaway

Harvey, environment reporter – the Guardian, 11/9/’11
(Fiona, http://www.guardian.co.uk/environment/2011/nov/09/fossil-fuel-infrastructure-climate-change)

The world is likely to build so many fossil-fuelled power stations, energy-guzzling factories and inefficient buildings in the next five years that it will become impossible to hold global warming to safe levels, and the last chance of combating dangerous climate change will be "lost for ever", according to the most thorough analysis yet of world energy infrastructure. Anything built from now on that produces carbon will do so for decades, and this "lock-in" effect will be the single factor most likely to produce irreversible climate change, the world's foremost authority on energy economics has found. If this is not rapidly changed within the next five years, the results are likely to be disastrous. "The door is closing," Fatih Birol, chief economist at the International Energy Agency, said. "I am very worried – if we don't change direction now on how we use energy, we will end up beyond what scientists tell us is the minimum [for safety]. The door will be closed forever." If the world is to stay below 2C of warming, which scientists regard as the limit of safety, then emissions must be held to no more than 450 parts per million (ppm) of carbon dioxide in the atmosphere; the level is currently around 390ppm. But the world's existing infrastructure is already producing 80% of that "carbon budget", according to the IEA's analysis, published on Wednesday. This gives an ever-narrowing gap in which to reform the global economy on to a low-carbon footing. If current trends continue, and we go on building high-carbon energy generation, then by 2015 at least 90% of the available "carbon budget" will be swallowed up by our energy and industrial infrastructure. By 2017, there will be no room for manoeuvre at all – the whole of the carbon budget will be spoken for, according to the IEA's calculations. Birol's warning comes at a crucial moment in international negotiations on climate change, as governments gear up for the next fortnight of talks in Durban, South Africa, from late November. "If we do not have an international agreement, whose effect is put in place by 2017, then the door to [holding temperatures to 2C of warming] will be closed forever," said Birol. But world governments are preparing to postpone a speedy conclusion to the negotiations again. Originally, the aim was to agree a successor to the 1997 Kyoto protocol, the only binding international agreement on emissions, after its current provisions expire in 2012. But after years of setbacks, an increasing number of countries – including the UK, Japan and Russia – now favour postponing the talks for several years. Both Russia and Japan have spoken in recent weeks of aiming for an agreement in 2018 or 2020, and the UK has supported this move. Greg Barker, the UK's climate change minister, told a meeting: "We need China, the US especially, the rest of the Basic countries [Brazil, South Africa, India and China] to agree. If we can get this by 2015 we could have an agreement ready to click in by 2020." Birol said this would clearly be too late. "I think it's very important to have a sense of urgency – our analysis shows [what happens] if you do not change investment patterns, which can only happen as a result of an international agreement." Nor is this a problem of the developing world, as some commentators have sought to frame it. In the UK, Europe and the US, there are multiple plans for new fossil-fuelled power stations that would contribute significantly to global emissions over the coming decades. The Guardian revealed in May an IEA analysis that found emissions had risen by a record amount in 2010, despite the worst recession for 80 years. Last year, a record 30.6 gigatonnes (Gt) of carbon dioxide poured into the atmosphere from burning fossil fuels, a rise of 1.6Gt on the previous year. At the time, Birol told the Guardian that constraining global warming to moderate levels would be "only a nice utopia" unless drastic action was taken. The new research adds to that finding, by showing in detail how current choices on building new energy and industrial infrastructure are likely to commit the world to much higher emissions for the next few decades, blowing apart hopes of containing the problem to manageable levels. The IEA's data is regarded as the gold standard in emissions and energy, and is widely regarded as one of the most conservative in outlook – making the warning all the more stark. The central problem is that most industrial infrastructure currently in existence – the fossil-fuelled power stations, the emissions-spewing factories, the inefficient transport and buildings – is already contributing to the high level of emissions, and will do so for decades. Carbon dioxide, once released, stays in the atmosphere and continues to have a warming effect for about a century, and industrial infrastructure is built to have a useful life of several decades. Yet, despite intensifying warnings from scientists over the past two decades, the new infrastructure even now being built is constructed along the same lines as the old, which means that there is a "lock-in" effect – high-carbon infrastructure built today or in the next five years will contribute as much to the stock of emissions in the atmosphere as previous generations. The "lock-in" effect is the single most important factor increasing the danger of runaway climate change, according to the IEA in its annual World Energy Outlook, published on Wednesday.

Negative feedbacks stop runaway warming

Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

According to Lindzen and Choi, all 11 models employed in the IPCC‘s analysis ―agree as to positive feedback,‖ but they find that they all disagree—and disagree ―very sharply‖—with the real-world observations that Lindzen and Choi utilized, which imply that negative feedback actually prevails. Moreover, the presence of that negative feedback reduces the CO2-induced propensity for warming to the extent that their analysis of the real-world observational data yields only a mean SST increase ―of ~0.5°C for a doubling of CO2.‖ How does one decide which of the two results is closer to the truth? Real-world data would be the obvious standard against which to compare model-derived results, but since Lindzen and Choi‘s results are indeed based on real-world measurements, the only alternative we have is to seek other real-world results. Fortunately, there are several such findings, many of which are summarized by in Idso (1998), who describes eight ―natural experiments‖ that he personally employed in prior studies to determine ―how earth‘s near-surface air temperature responds to surface radiative perturbations.‖ The eight natural experiments used by Idso were (1) the change in the air‘s water vapor content that occurs at Phoenix, Arizona with the advent of the summer monsoon, (2) the naturally occurring vertical redistribution of dust that occurs at Phoenix between summer and winter, (3) the annual cycle of surface air temperature caused by the annual cycle of solar radiation absorption at the Earth‘s surface, (4) the warming effect of the entire atmosphere caused by its mean flux of thermal radiation to the surface of the Earth, (5) the annually averaged equator-to-pole air temperature gradient that is sustained by the annually averaged equator-to-pole gradient of total surface-absorbed radiant energy, (6) the mean surface temperatures of Earth, Mars, and Venus relative to the amounts of CO2 contained in their atmospheres, (7) the paradox of the faint early sun and its implications for Earth‘s thermal history, and (8) the greenhouse effect of water vapor over the tropical oceans and its impact on sea surface temperatures. These eight analyses, in the words of Idso, ―suggest that a 300 to 600 ppm doubling of the atmosphere‘s CO2 concentration could raise the planet‘s mean surface air temperature by only about 0.4°C,‖ which is right in line with Lindzen and Choi‘s deduced warming of ~0.5°C for a nominal doubling of the air‘s CO2 content. Hence, there would appear to be strong real-world data that argue against the overinflated CO2-induced global warming predicted by state-of-the-art climate models.

No acid impact

Hofmann, Professor of Ecology, Evolution and Marine Biology – University of California Santa Barbara et al., ‘11
(Gretchen E., “High-Frequency Dynamics of Ocean pH: A Multi-Ecosystem Comparison,” PLoS ONE Vol. 6, No. 12)

Since the publication of two reports in 2005–2006 [1], [2], the drive to forecast the effects of anthropogenic ocean acidification (OA) on marine ecosystems and their resident calcifying marine organisms has resulted in a growing body of research. Numerous laboratory studies testing the effects of altered seawater chemistry (low pH, altered pCO2, and undersaturation states - Ω - for calcium carbonate polymorphs) on biogenic calcification, growth, metabolism, and development have demonstrated a range of responses in marine organisms (for reviews see [3]–[8]). However, the emerging picture of biological consequences of OA – from data gathered largely from laboratory experiments – is not currently matched by equally available environmental data that describe present-day pH exposures or the natural variation in the carbonate system experienced by most marine organisms. Although researchers have documented variability in seawater carbonate chemistry on several occasions in different marine ecosystems (e.g., [9]–[15]), this variation has been under-appreciated in these early stages of OA research. Recently, a deeper consideration of ecosystem-specific variation in seawater chemistry has emerged (e.g., [16]–[18]), one that is pertinent to the study of biological consequences of OA. Specifically, assessments of environmental heterogeneity present a nuanced complement to current laboratory experiments. The dynamics of specific natural carbonate chemistry on local scales provide critical context because outcomes of experiments on single species are used in meta-analyses to project the overall biological consequences of OA [7], [19], to forecast ecosystem-level outcomes [20], and ultimately to contribute to policy decisions [21] and the management of fisheries [22], [23]. As noted earlier [24], natural variability in pH is seldom considered when effects of ocean acidification are considered. Natural variability may occur at rates much higher than the rate at which carbon dioxide is decreasing ocean pH, about −0.0017 pH/year [25], [26]. This ambient fluctuation in pH may have a large impact on the development of resilience in marine populations, or it may combine with the steady effects of acidification to produce extreme events with large impacts [24]. In either case, understanding the environmental variability in ocean pH is essential. Although data on the natural variation in the seawater CO2 system are emerging, nearly all high-resolution (e.g. hourly) time series are based on pCO2 sensors, with comparatively few pH time series found in the literature. From a research perspective, the absence of information regarding natural pH dynamics is a critical data gap for the biological and ecological arm of the multidisciplinary investigation of OA. Our ability to understand processes ranging from physiological tolerances to local adaptation is compromised. Specifically, laboratory experiments to test tolerances are often not designed to encompass the actual habitat exposure of the organisms under study, a critical design criterion in organismal physiology that also applies to global change biology [27]–[29]. It is noted that neither pH nor pCO2 alone provide the information sufficient to fully constrain the CO2 system, and while it is preferred to measure both, the preference for measuring one over the other is evaluated on a case-by-case basis and is often dictated by the equipment available. In this light, data that reveal present-day pH dynamics in marine environments and therefore ground pH levels in CO2 perturbation experiments in an environmental context are valuable to the OA research community in two major ways. First, estimates of organismal resilience are greatly facilitated. Empiricists can contextualize lab experiments with actual environmental data, thereby improving them. Notably, the majority of manipulative laboratory experiments in OA research (including our own) have been parameterized using pCO2 levels as per the IPCC emission scenario predictions [30]. One consequence of this practice is that organisms are potentially tested outside of the current exposure across their biogeographic range, and tolerances are not bracketed appropriately. This situation may not be a lethal issue (i.e. negating all past observations in experiments where environmental context was not known); however, the lack of information about the ‘pH seascape’ may be translated through these organismal experiments in a manner that clouds the perspective of vulnerability of marine ecosystems. For example, recent data on the heterogeneity of pH in coastal waters of the Northeastern Pacific [31], [32] that are characterized by episodic upwelling has caused biologists to re-examine the physiological tolerances of organisms that live there. Specifically, resident calcifying marine invertebrates and algae are acclimatized to existing spatial and temporal heterogeneity [17], [18], and further, populations are likely adapted to local to regional differences in upwelling patterns [33]. Secondly, in addition to improving laboratory experiments, data regarding the nature of the pH seascape also facilitate hypothesis-generating science. Specifically, heterogeneity in the environment with regard to pH and pCO2 exposure may result in populations that are acclimatized to variable pH or extremes in pH. Although this process has been highlighted in thermal biology of marine invertebrates [34], such insight is not available with regard to gradients of seawater chemistry that occur on biogeographic scales. With that said, recent field studies have demonstrated that natural variation in seawater chemistry does influence organismal abundance and distribution [16], [35], [36]. With our newfound access to pH time series data, we can begin to explore the biophysical link between environmental seawater chemistry and resilience to baseline shifts in pH regimes, to identify at-risk populations as well as tolerant ones. Additionally, the use of sensors in the field can identify hidden patterns in the CO2 system, revealing areas that are refugia to acidification or carbonate undersaturation; such knowledge could enable protection, management, and remediation of critical marine habitats and populations in the future. The recent development of sensors for in situ measurements of seawater pH [37], [38] has resulted in the ability to record pH more readily in the field in a manner that can support biological and ecological research. Since 2009, the Martz lab (SIO) has constructed 52 “SeaFET” pH sensors for 13 different collaborators (see http://martzlab.ucsd.edu) working in a broad range of settings. Using subsamples of data from many of these sensors, here we examine signatures of pH heterogeneity, presenting time series snapshots of sea-surface pH (upper 10 m) at 15 locations, spanning various overlapping habitat classifications including polar, temperate, tropical, open ocean, coastal, upwelling, estuarine, kelp forest, coral reef, pelagic, benthic, and extreme. Naturally, at many sites, multiple habitat classifications will apply. Characteristic patterns observed in the 30-day snapshots provide biome-specific pH signatures. This comparative dataset highlights the heterogeneity of present-day pH among marine ecosystems and underscores that contemporary marine organisms are currently exposed to different pH regimes in seawater that are not predicted until 2100. Results Overall, the patterns of pH recorded at each of the 15 deployment sites (shown in Figure 1, Table 1) were strikingly different. Figure 2 presents the temporal pattern of pH variation at each of these sites, and, for the sake of comparison, these are presented as 30-day time series “snapshots.” Note that all deployments generated >30 days of data except for sensors 3, 4, and 13, where the sensors were deliberately removed due to time constraints at the study sites. Though the patterns observed among the various marine ecosystems are driven by a variety of oceanographic forcing such as temperature, mixing, and biological activity, we do not provide a separate analysis of controlling factors on pH at each location. Each time series was accompanied by a different set of ancillary data, some rich with several co-located sensors, others devoid of co-located sensors. Given these differences in data collection across sites, here we focus on the comparative pH sensor data as a means to highlight observed pH variability and ecosystem-level differences between sites. For purposes of comparison, the metrics of variability presented here are pH minima, maxima, range, standard deviation, and rate of change (see Table 2). The rate presented in Table 2 and Figure 3 represents a mean instantaneous rate of change in pH hr−1, where a rate was calculated for each discrete time step as the absolute value of pH difference divided by the length of time between two adjacent data points. In terms of general patterns amongst the comparative datasets, the open ocean sites (CCE1 and Kingman Reef) and the Antarctic sites (Cape Evans and Cindercones) displayed the least variation in pH over the 30-day deployment period. For example, pH range fluctuated between 0.024 to 0.096 at CCE1, Kingman Reef, Cape Evans, and Cindercones (Figure 2A, B and Table 2). In distinct contrast to the stability of the open ocean and Antarctic sites, sensors at the other five site classifications (upwelling, estuarine/near-shore, coral reef, kelp forest, and extreme) captured much greater variability (pH fluctuations ranging between 0.121 to 1.430) and may provide insight towards ecosystem-specific patterns. The sites in upwelling regions (Pt. Conception and Pt. Ano Nuevo, Figure 2C), the two locations in Monterey Bay, CA (Figure 2D), and the kelp forest sites (La Jolla and Santa Barbara Mohawk Reef, Figure 2F) all exhibited large fluctuations in pH conditions (pH changes>0.25). Additionally, at these 6 sites, pH oscillated in semi-diurnal patterns, the most apparent at the estuarine sites. The pH recorded in coral reef ecosystems exhibited a distinct diel pattern characterized by relatively consistent, moderate fluctuations (0.1<pH change<0.25; Figure 2E). At the Palmyra fore reef site, pH maxima occurred in the early evening (~5:00 pm), and pH minima were recorded immediately pre-dawn (~6:30 am). On a fringing reef site in Moorea, French Polynesia, a similar diel pattern was observed, with pH maxima occurring shortly after sunset (~7:30 pm) and pH minima several hours after dawn (~10:00 am). Finally, the greatest transitions in pH over time were observed at locations termed our “Extreme” sites - a CO2 venting site in Italy (site S2 in ref. [36]) and a submarine spring site in Mexico. For these sites, the patterns were extremely variable and lacked a detectable periodicity (Figure 2G). The sites examined in this study do not comprehensively represent pH variability in coastal ecosystems, partly because we focused on surface epipelagic and shallow benthic pH variability. Many organisms that may be impacted by pH variability and ocean acidification reside at intermediate (>10 m) to abyssal depths. Notable regimes missing from Figure 2 include seasonally stratified open ocean locations that exhibit intense spring blooms; the equatorial upwelling zone; other temperate (and highly productive) Eastern Continental Boundary upwelling areas; subsurface oxygen minimum zones and seasonal dead zones; and a wide variety of unique estuarine, salt marsh, and tide pool environments. Spring bloom locations exhibit a marked increase in diel pCO2 variability during the peak bloom with a coincident drawdown similar in magnitude but opposite in sign to the upwelling signals shown in Figure 2 [39]. Equatorial upwelling locations undergo significant stochastic variability, as observed by pCO2 sensors in the TAO array (data viewable at http://www.pmel.noaa.gov/). Intertidal vegetated and tide pool habitats may exhibit major pH fluctuations due to macrophyte or animal respiratory cycles [15], while CO2 production in oxygen minimum zones can reduce pH to a limit of about 7.4 [40]. Due to local temperature differences, variable total alkalinity, and seasonal differences between deployment dates at each site, a comparison of average pH across the datasets would be somewhat misleading. However, some information can be gleaned from an examination of the averages: the overall binned average of all 15 mean values in Table 1 is 8.02±0.1. This pH value is generally in agreement with the global open ocean mean for 2010 of 8.07, a value generated by combining climatology data for temperature, salinity, phosphate, silicate [41]–[43], total alkalinity [44], and pCO2 [45] for the year 2000, corrected to 2010 using the average global rise of 1.5 µatm pCO2 yr−1. Rather than make a point-by-point comparison of the mean pH of each dataset, we focus instead on the differences in observed variability amongst the sites. For this analysis, summary statistics of the comparative datasets were ranked in order to examine the range of variability across all 15 sites (Fig. 3). Discussion Collected by 15 individual SeaFET sensors in seven types of marine habitats, data presented here highlight natural variability in seawater pH. Based on Figure 3, it is evident that regions of the ocean exhibit a continuum of pH variability. At sites in the open ocean (CCE-1), Antarctica, and Kingman reef (a coastal region in the permanently stratified open Pacific Ocean with very low residence times, and thus representative of the surrounding open ocean water), pH was very stable (SD<0.01 pH over 30 days). Elsewhere, pH was highly variable across a range of ecosystems where sensors were deployed. The salient conclusions from this comparative dataset are two-fold: (1) most non-open ocean sites are indeed characterized by natural variation in seawater chemistry that can now be revealed through continuous monitoring by autonomous instrumentation, and (2) in some cases, seawater in these sites reaches extremes in pH, sometimes daily, that are often considered to only occur in open ocean systems well into the future [46]. Admittedly, pH is only part of the story with regard to the biological impacts of OA on marine organisms. However, continuous long-term observations provided by sensors such as the SeaFET are a great first step in elucidating the biophysical link between natural variation and physiological capacity in resident marine organisms. In the end, knowledge of spatial and temporal variation in seawater chemistry is a critical resource for biological research, for aquaculture, and for management efforts. From a biological perspective, the evolutionary history of the resident organisms will greatly influence the adaptation potential of organisms in marine populations. Thus, present-day natural variation will likely shape capacity for adaptation of resident organisms, influencing the resilience of critical marine ecosystems to future anthropogenic acidification. Below we discuss the comparative SeaFET-collected data and, where applicable, the biological consequences of the temporal heterogeneity that we found in each of the marine ecosystems where sensors were deployed. As the most stable area, the open ocean behaves in a predictable way and generally adheres to global models attempting to predict future CO2 conditions based on equilibration of the surface ocean with a given atmospheric pCO2 (e.g. [47]). This can be shown with longer-term pH records obtained with SeaFET sensors, which are available at the CCE-1 mooring (Fig. 4). The ambient pH values for this open ocean location can be predicted to better than ±0.02 from the CO2-corrected climatology mentioned above; pH has dropped by about 0.015 units since 2000. At CCE-1, the annual carbonate cycle followed the sea surface temperature cycle, and pH was driven mostly by changes in the temperature dependence of CO2 system thermodynamics (Figure 4). SeaFET observations at CCE-1 agree with the climatology to +0.017±0.014 pH units, with episodic excursions from the climatology but a general return to the climatological mean. Although the annual cycle in the open ocean is somewhat predictable, it is notable that even at these seemingly stable locations, climatology-based forecasts consistently underestimate natural variability. Our observations confirm an annual mean variability in pH at CCE-1 of nearly 0.1, suggest an inter-annual variability of ~0.02 pH, and capture episodic changes that deviate from the climatology (Figure 4). Similar underestimates of CO2 variability were observed at nine other open ocean locations, where the Takahashi pCO2 climatology overlaps PMEL moorings with pCO2 sensors (not shown). Thus, on both a monthly (Fig. 2) and annual scale (Fig. 4), even the most stable open ocean sites see pH changes many times larger than the annual rate of acidification. This natural variability has prompted the suggestion that “an appropriate null hypothesis may be, until evidence is obtained to the contrary, that major biogeochemical processes in the oceans other than calcification will not be fundamentally different under future higher CO2/lower pH conditions” [24]. Similarly, the sensors deployed on the benthos in the Antarctic (Cindercones and Cape Evans, Figure 2B) recorded relatively stable pH conditions when compared to other sites in the study. Very few data exist for the Southern Ocean; however, open-water areas in this region experience a strong seasonal shift in seawater pH (~0.3–0.5 units) between austral summer and winter [48], [49] due to a decline in photosynthesis during winter and a disequilibrium of air-sea CO2 exchange due to annual surface sea ice and deep water entrainment [50]. Given the timing of deployment of our sensor in McMurdo Sound (austral spring: October–November), the sensor did not capture the change in seawater chemistry that might have occurred in the austral winter [49]. In general, due to sea ice conditions, observations from the Southern Ocean are limited, with water chemistry data falling into two categories: (1) discrete sampling events during oceanographic cruises (e.g. US Joint Global Ocean Flux Study, http://www1.whoi.edu/) and (2) single-point measurements from locations under sea ice [49], [51], [52]. Biologically speaking, the Southern Ocean is a region expected to experience acidification and undersaturated conditions earlier in time than other parts of the ocean [47], and calcifying Antarctic organisms are thought to be quite vulnerable to anthropogenic OA given the already challenging saturation states that are characteristic of cold polar waters [53]–[56]. Short-term CO2 perturbation experiments have shown that Antarctic calcifying marine invertebrates are sensitive to decreased saturation states [51], [57], although the number of species-level studies and community-level studies are very limited. The Western Antarctic Peninsula and the sub-Antarctic islands will experience pronounced increases in temperature [54] and could consequently undergo more variation and/or undersaturation given the increased potential for biological activity. Importantly, depending on the patterns of seasonally-dependent saturation state that will be revealed with improved observations [58], Antarctic organisms may experience more variation than might be expected, a situation that will influence their resilience to future acidification. Three other types of study sites – the coastal upwelling, kelp forest and estuarine/near-shore sites – all exhibited variability due to a combination of mixing, tidal excursions, biological activity, and variable residence time (Fig. 2). Although these sites are all united by fairly obvious heterogeneity in pH, organisms living in these areas encounter unique complexities in seawater chemistry that will influence their physiological response, resilience, and potential for adaptation. Typically, estuarine environments have riverine input that naturally creates very low saturation states [59]–[61]. Seawater chemistry conditions in these areas often shift dramatically, challenging biogenic calcification by resident organisms. Additionally, these species must also tolerate abiotic factors that interact with pH, such as temperature [62]. Two sensors in the Monterey Bay region, L1 (at the mouth of Elkhorn Slough) and L20 (~2 km seaward and north of L1), recorded rapid changes in pH. However, as opposed to riverine input, the low pH fluctuations observed here are likely due to isopycnal shoaling or low CO2 water that is pulsing up to the near shore on internal tides. These locations may also experience high river run-off in the rainy season, but such conditions were not reflected in the time series shown in Fig. 2. Organisms living in upwelling regions may be acclimatized and adapted to extremes in seawater chemistry; here, deep CO2-enriched waters reach the surface and may shoal onto the benthos on the continental shelf [31], [32]. Data collected from our upwelling sites support the patterns found by cruise-based investigations; pH fluctuations were often sharp, and large transitions of up to ~0.35 pH units occurred over the course of days (Fig. 2). Laboratory studies on calcifying marine invertebrates living in upwelling regions suggest that these organisms maintain function under such stochastic conditions. However, overall performance may be reduced, suggesting that these species are indeed threatened by future acidification [17], [18], [63]. For kelp forests, although there is less influence from riverine inputs, pH variation is quite dynamic at these sites in the coastal California region (Fig 2; [18]). Patterns here are likely driven by fluctuations in coastal upwelling, biological activity, currents, internal tides, seasonally shoaling isopleths, as well as the size of the kelp forest, which may influence residence times via reduced flow. Kelps may respond positively to increased availability of CO2 and HCO3−, which may allow for reduced metabolic costs and increased productivity [64]. Increased kelp production may elevate pH within the forest during periods of photosynthesis, causing wider daily fluctuations in pH, though this is speculative at this time. As a result, kelp forests, particularly those of surface canopy forming species such as Macrocystis pyrifera, may contain a greater level of spatial heterogeneity in terms of the pH environment; vertical gradients in pH may form due to enhanced levels of photosynthesis at shallower depths. Such gradients may increase the risk of low pH exposure for benthic species while buffering those found within the surface canopy. Kelp forests provide habitat to a rich diversity of organisms from a wide range of calcifying and non-calcifying taxa [65]. As with organisms from the other coastal locations (estuarine and upwelling), the biota living within kelp forest environments are most likely acclimatized to this degree of natural variation. However, continued declines in oxygenation and shoaling of hypoxic boundaries observed in recent decades in the southern California bight [66], [67] are likely accompanied by a reduction in pH and saturation state. Thus, pH exposure regimes for the coastal California region's kelp forest biota may be changing over relatively short time scales. Over longer temporal scales as pH and carbonate saturation levels decrease, the relative abundances of these species may change, with community shifts favoring non-calcified species, as exemplified by long-term studies in intertidal communities by Wootton et al. [15]. For all the marine habitats described above, one very important consideration is that the extreme range of environmental variability does not necessarily translate to extreme resistance to future OA. Instead, such a range of variation may mean that the organisms resident in tidal, estuarine, and upwelling regions are already operating at the limits of their physiological tolerances (a la the classic tolerance windows of Fox – see [68]). Thus, future acidification, whether it be atmospheric or from other sources, may drive the physiology of these organisms closer to the edges of their tolerance windows. When environmental change is layered upon their present-day range of environmental exposures, they may thereby be pushed to the “guardrails” of their tolerance [20], [68]. In contrast to more stochastic changes in pH that were observed in some sites, our coral reef locations displayed a strikingly consistent pattern of diel fluctuations over the 30-day recording period. Similar short-term pH time series with lower daily resolution [69], [70] have reported regular diel pH fluctuation correlated to changes in total alkalinity and oxygen levels. These environmental patterns of pH suggest that reef organisms may be acclimatized to consistent but moderate changes in the carbonate system. Coral reefs have been at the center of research regarding the effects of OA on marine ecosystems [71]–[73]. Along with the calcification biology of the dominant scleractinian corals and coralline algae, the biodiversity on coral reefs includes many other calcifying species that will likely be affected [74]–[77]. Across the existing datasets in tropical reef ecosystems, the biological response of calcifying species to variation in seawater chemistry is complex (see [78]) –all corals or calcifying algal species will not respond similarly, in part because these calcifying reef-builders are photo-autotrophs (or mixotrophs), with algal symbionts that complicate the physiological response of the animal to changes in seawater chemistry. Finally, the “Extreme” sites in our comparative dataset are of interest in that the low pH levels observed here represent a natural analogue to OA conditions in the future, demonstrating how the abundance and distribution of calcifying benthic organisms, as well as multi-species assemblages, can vary as a function of seawater chemistry [16], [35], [36], [79]. The variability in seawater pH was higher at both the groundwater springs off the coast of Mexico and the natural CO2 vents off the coast of Italy than at any of the other sensor locations. Offshore of Puerto Morelos, Mexico (and at other sites along the Mesoamerican Reef), natural low-saturation (Ω~0.5, pH 6.70–7.30, due to non-ventilated, high CO2, high alkalinity groundwater) submarine springs have been discharging for millennia. Here, variability in pH is due to long-term respiration driving a low ratio of alkalinity to dissolved inorganic carbon in effluent ground water. These sites provide insight into potential long-term responses of coral backreef ecosystems to low saturation conditions [79]. Unlike Puerto Morelos, the variability of pH at volcanic CO2 vents at Ischia, Italy is almost purely abiotically derived, due entirely to CO2 venting and subsequent mixing. This site in the Mediterranean Sea hosts a benthic assemblage that reflects the impacts of OA on rocky reef communities [16], [36]. Overall, the ‘extreme’ systems provide an opportunity to examine how variability in pH and extreme events (sensu [80]) affects ecological processes. Knowledge of this biophysical link is essential for forecasting ecological responses to acidification in ecosystems with sharp fluctuations in pH, such as upwelling or estuarine environments. Despite reductions in species richness, several calcifying organisms are found in low pH conditions close to the vents [16] and the springs [79]. The persistence of calcifying organisms at these extreme sites, where mean pH values are comparable to those that have reduced organism performance in laboratory experiments (i.e., pHT 7.8; reviewed in [16]), suggest that long exposures to such variability in pH, versus a consistently low-pH environment, could play an important role in regulating organism performance. Variability in pH could potentially promote acclimatization or adaptation to acidification through repeated exposure to low pH conditions [24]; alternatively, transient exposures to high pH conditions could buffer the effects of acidification by relieving physiological stress. Thus, the ecological patterns coupled with the high fluctuations in pH at the extreme sites highlight the need to consider carbonate chemistry variability in experiments and models aimed at understanding the impacts of acidification.
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Framing Issue – their evidence is descriptive of the tech, not the industry which is the problem – a risk we are right is sufficient

Burke et al 12

(Tom Burke is founding director of E3G, Paul Dorfman is PhD and founding coordinator of the Nuclear Consulting Group, John Sauven is executive director of Greenpeace, “Reply: Letter: Renewed push for nuclear power” February 9, 2012, Gaurdian, pg. 35)

* Proponents of integral fast reactors have so far failed to answer three key questions: do these reactors work, how much do they cost, and how long to build? There have been many unsuccessful attempts to build a working fast reactor. The Japanese spent four decades and $13bn trying. A UK fast reactor at Dounreay was a costly failure which we are still working out how to decommission. No one has built a fast reactor on a commercial basis. Even if these latest plans could be made to work, prism reactors do nothing to resolve the main problems with nuclear: the industry's repeated failure to build reactors on time and to budget. Even the Department of Energy and Climate Change's scientific adviser, David MacKay, says "it isn't the nuclear fuel that's the expensive bit - it's the power stations and the other facilities that go with them".

We have a very small window in which to get a grip on our greenhouse gas emissions, but despite proven green technologies existing we are being asked to wait while an industry that has a track record for very costly failures researches yet another much-hyped but still theoretical new technology. You can make paper designs for anything, but that is a long way from sorting out the real world engineering and economic issues that will actually deliver affordable and low-carbon energy. That is why ideas like fast reactors work much better in the headlines than they do in fine print.
We`ll win the tech debate too --- International consensus proves theyre not competitive and power generation will be small

PR Newswire 10

(“Report: Unsuccessful 'Fast Breeder' Is No Solution for Long-Term Reactor Waste Disposal Issues” February 17, 2010, PR Newswire, International Panel on Fissile Materials) *cites Frank von Hippel – PhD and cochair of IPFM @ Princeton, Mycle Schneider – intl consultant on nuclear policy, Thomas Cochran – nuclear physicist @ NRDC, MV. Ramana – PhD in Sci Tech and Environmental Policy @ Princeton 

Hopes that the "fast breeder"- a plutonium-fueled nuclear reactor designed to produce more fuel than it consumed -- might serve as a major part of the long-term nuclear waste disposal solution are not merited by the dismal track record to date of such sodium-cooled reactors in France, India, Japan, the Soviet Union/Russia, the United Kingdom and the United States, according to a major new study from the International Panel on Fissile Materials (IPFM).

Titled "Fast Breeder Reactor Programs: History and Status," the IPFM report concludes: "The problems (with fast breeder reactors) ... make it hard to dispute Admiral Hyman Rickover's summation in 1956, based on his experience with a sodium-cooled reactor developed to power an early U.S. nuclear submarine, that such reactors are 'expensive to build, complex to operate, susceptible to prolonged shutdown as a result of even minor malfunctions, and difficult and time-consuming to repair.'"

Plagued by high costs, often multi-year downtime for repairs (including a 15-year reactor restart delay in Japan), multiple safety problems (among them often catastrophic sodium fires triggered simply by contact with oxygen), and unresolved proliferation risks, "fast breeder" reactors already have been the focus of more than $50 billion in development spending, including more than $10 billion each by the U.S., Japan and Russia. As the IPFM report notes: "Yet none of these efforts has produced a reactor that is anywhere near economically competitive with light-water reactors ... After six decades and the expenditure of the equivalent of tens of billions of dollars, the promise of breeder reactors remains largely unfulfilled and efforts to commercialize them have been steadily cut back in most countries."

The new IPFM report is a timely and important addition to the understanding about reactor technology. Today, with increased attention being paid both to so-called "Generation IV" reactors, some of which are based on the fast reactor technology, and a new Obama Administration panel focusing on reprocessing and other waste issues, interest in some quarters has shifted back to fast reactors as a possible means by which to bypass concerns about the long-term storage of nuclear waste.

Frank von Hippel, Ph.D., co-chair of the International Panel on Fissile Materials, and professor of Public and International Affairs, Woodrow Wilson School, Princeton University, said: "The breeder reactor dream is not dead but it has receded far into the future. In the 1970s, breeder advocates were predicting that the world would have thousands of breeder reactors operating by now. Today, they are predicting commercialization by approximately 2050. In the meantime, the world has to deal with the legacy of the dream; approximately 250 tons of separated weapon-usable plutonium and ongoing - although, in most cases struggling - reprocessing programs in France, India, Japan, Russia and the United Kingdom."

Mycle Schneider, Paris, international consultant on energy and nuclear policy, said: "France built with Superphenix, the only commercial-size plutonium fueled breeder reactor in nuclear history. After an endless series of very costly technical, legal and safety problems it was shut down in 1998 with one of the worst operating records in nuclear history."

Thomas B. Cochran, nuclear physicist and senior scientist in the Nuclear Program at the Natural Resources Defense Council, said: "Fast reactor development programs failed in the: 1) United States; 2) France; 3) United Kingdom; 4) Germany; 5) Japan; 6) Italy; 7) Soviet Union/Russia 8) U.S. Navy and 9) the Soviet Navy. The program in India is showing no signs of success and the program in China is only at a very early stage of development. Despite the fact that fast breeder development began in 1944, now some 65 year later, of the 438 operational nuclear power reactors worldwide, only one of these, the BN-600 in Russia, is a commercial-size fast reactor and it hardly qualifies as a successful breeder. The Soviet Union/Russia never closed the fuel cycle and has yet to fuel BN-600 with plutonium."

M.V. Ramana, Ph.D., visiting research scholar, Woodrow Wilson School and the Program in Science, Technology, and Environmental Policy, Princeton University, said: "Along with Russia, India is one of only two countries that are currently constructing commercial scale breeder reactors. Both the history of the program and the economic and safety features of the reactor suggest, however, that the program will not fulfill the promises with which it was begun and is being pursued. Breeder reactors have always underpinned the DAE's claims about generating large quantities of cheap electricity necessary for development. Today, more than five decades after those plans were announced, that promise is yet to be fulfilled. As elsewhere, breeder reactors are likely to be unsafe and costly, and their contribution to overall electricity generation will be modest at best."

Gas makes nuclear uncompetitive even with massive subsidies

Taylor et al., Cato energy policy fellow, 2011
(Jerry, “Nuclear Power in the Dock”, 4-5, http://www.cato.org/publications/commentary/nuclear-power-dock, DOA: 9-27-12, ldg)

This is unfortunate — not necessarily because nuclear power plants are a catastrophic meltdown waiting to happen — but because nuclear power makes no sense from an economic perspective and the political campaign to ram these plants down the market's throat threatens catastrophic harm to both taxpayers and ratepayers. The fact that nuclear power can't come within light-years of passing a market test is painfully obvious to all who wish to see. Consider the feds are presently telling banks that if they loan money to a utility company to build a nuclear power plant and the loan subsequently goes bad, the U.S. Treasury (that is, you) will compensate the bank for up to 90% of its losses. And yet the banks still refuse to loan. For principled supporters of a free market, that should be information enough about the merits of this commercial enterprise. There are all sorts of reasons why banks are saying "no" to nuclear. Two in particular, however, stand out. First, nuclear energy is not even remotely competitive in power markets with gas-fired or coal-fired electricity now or in the foreseeable future. Even the more optimistic projections of new nuclear power plant costs — such as those forwarded by MIT — find that nuclear's production costs over the lifetime of a new facility are about 30% above those for coal or natural gas-fired generators. So while we can only speculate about new plant construction costs (we haven't tried building one for more than 30 years) and estimates vary a great deal, all parties agree on one thing: Nuclear is substantially more expensive than conventional alternatives at present. That's particularly the case when one figures in the revolution in natural gas extraction, which has significantly lowered the cost of gas-fired power. Exelon CEO John Rowe recently told the press that natural gas would have to cost more than $9 per million BTUs before nuclear power plants could compete — about double its current price and far north of the $5.3 per million BTU price over the next 5 to 10 years that forecasters predict for the future. MIT's nuclear energy study, by comparison, projects a $7 per million BTU natural gas price (which makes nuclear energy seem more competitive than it actually is), but of course, the MIT study was based on 2007 data that failed to fully reflect the revolutionary advances in hydraulic fracking. It's worth noting, moreover, that nuclear's hefty price tag would be even heftier if government subsidies were to fall by the wayside. One economist calculates that existing nuclear subsidies are equal to one-third or more of the value of the power produced. Tufts economist Gilbert Metcalf estimates that nuclear power plant operators face a negative 49% tax rate. Hence, banks betting on nuclear power are also betting on the longevity of such breathtaking taxpayer largesse — a risky bet indeed. Second, the risk of cost overruns and, thus, defaulted loans are higher than the politicians would have us believe. Most of the nuclear power plants built in this country have cost three times as much to build as utilities initially advertised at the onset of construction. While the industry swears that this is a thing of the past, new power plants being built in Finland and France by Teollisuuden Voima and Electricite de France, respectively — the only nuclear power plants being built right now in free-market energy economies — are already coming far above their advertised cost. The Finnish plant — which was supposed to cost only 3 billion euros — is already 2.7 billion euros above cost and is four years behind schedule. The French plant fairing a bit better, only 1 billion euros over budget and two years behind schedule. The fact that both of these projects deploy state-of-the-art reactors built by French nuclear giant Areva — arguably the most experienced nuclear power company in the world — speaks volumes. Accordingly, both the Congressional Budget Office and the Government Accountability Office expect about 50% of any future U.S. loans to default. So why are utilities trying to build these things in the first place? Well, most aren't. Those few utilities that are interested in going ahead do business in states where construction costs are automatically plugged into the rate base. So in theory at least, risks would be transferred from the utility to the ratepayer with utilities at least guaranteed to break even. Even so, the increasing cost gap between nuclear and gas-fired power makes it unclear whether any of these generators will actually get built. As Peter Bradford, a former member of the U.S. Nuclear Regulatory Commission and former chair of the New York and Maine utility regulatory commissions, puts it, "In truth, the nuclear renaissance has always consisted of the number of plants that government was willing to build." Regardless, federal attempts to jump-start the industry — as Herculean as they have been — haven't come even close to closing the competitive gap with gas-fired generation. Events unfolding in Japan are unlikely to change that. And for that, at least, we can all be thankful.
50 to 100 years just to implement - best models

MIT 10, interdisciplinary study by MIT professors, “The Future of Nuclear Fuel Cycles”, http://web.mit.edu/mitei/docs/spotlights/nuclear-fuel-cycle.pdf

To understand the implications of alternative fuel cycles for the United States, we created a dynamic model of the nuclear energy system through the year 2100 . Dynamic modeling is a method to follow in time the consequences of deployment of alternative fuel cycles for different sets of assumptions. Such comprehensive mathematical models of fuel cycles have only been developed in the last few years. Several alternative futures were examined. p Nuclear growth scenarios. Three nuclear growth scenarios were considered: 1% per year (low), 2.5% per year (medium), and 4% per year (high). Fuel cycle choices partly depend upon nuclear growth rates. At low growth rates continuation of today’s open fuel cycle is the preferred choice. At high growth rates there are incentives for improved utilization of the energy potential of mined uranium and for reduction of the long-term burden of SNF, but technical constraints exist and incentives may change depending upon the available technology and economics. p Fuel cycles. Three fuel cycles were modeled in detail: today’s once-through fuel cycle with LWRs, a partly-closed LWR fuel cycle with recycle of plutonium from LWR SNF back into LWRs and direct disposal of the recycle SNF, and a closed fuel cycle with LWRs and fast reactors. In the closed fuel cycle, LWR SNF is reprocessed and the transuranic elements including plutonium are used to start up fast reactors. The SNF uranium and transuranics from discharged fuel of fast reactors are recycled back to the fast reactors. p Fast reactors. Our analysis of closed fuel cycles included three classes of fast reactors with different goals. In the first scenario the goal was to destroy actinides; thus, the fast reactors had a conversion ratio of 0.75. In the second scenario the goal was a self-sustaining fuel cycle; thus, the fast reactors had a conversion ratio of 1.0. In the third scenario the goal was to rapidly expand the availability of fissile fuel for fast reactors; thus the fast reactors had a conversion ratio of 1.23 with the excess transuranics used to start added fast reactors. Results from the models under the stated assumptions indicate that: p The transition from a system dominated by one fuel cycle to another requires 50 to 100 years. p For medium and high growth scenarios, there were relatively small differences in the total transuranic (plutonium, americium, etc.) inventories between different fuel cycles in this century. – The primary differences were in the locations of those inventories. In a once-through fuel cycle the inventories were in repositories whereas in partly and fully closed fuel cycles the inventories were in reactors and SNF storage facilities. – For scenarios where the goal was burning of long-lived transuranics (conversion ratio of 0.75), only a small fraction of the transuranics will be burnt in this century. p There are relatively small differences between fuel cycles in the total uranium mined within this century for any given nuclear power growth rate. Mined uranium savings would be 25% at most. p For medium and high growth scenarios, fast reactors started on plutonium fuel require construction of many LWRs and deployment of large capacity reprocessing and fuel fabrication facilities throughout the century in order to supply the initial cores.
2nc demo fails

A – Filing -- Plans incentives cause developers to file too quickly with the NRC – that dissuades construction

Fahring 11

(T.L. Fahring is a 2011 graduate from the University of Texas School of Law. He is currently a law clerk at the Texas Eleventh Court of Appeals. He is interested in energy law, environmental law, and tax law, “Nuclear Uncertainty: A Look at the Uncertainties of a U.S. Nuclear Renaissance” 41 Tex. Envtl. L.J. 279) 

A number of obstacles, thus, still might stand in the way of new nuclear construction in the United States.

A. Developers Have Not Followed the Ideal Sequence in the NRC's Streamlined Licensing Process

First, developers have failed to follow the ideal steps of the NRC's streamlined licensing process. n269 NRC Commissioner Gregory Jaczko explains:

The idea was that utilities could get a plant design completed and certified and a site reviewed first ... They could then submit an application that simply references an already certified design and an approved early site permit. But almost no one is following that ideal process. Instead, we are once again doing everything in parallel ... n270

Developers also are delaying review of their applications. n271 They have put four of the seventeen COL applications filed with the NRC on hold. n272 They also have yet to complete the seventeen applications for designs filed with the NRC and are continuing to revise the four designs under review. n273

A possible explanation for the problems with the streamlined licensing process is that much of 2005 EPACT provides incentives only for the first few developers to proceed with new nuclear construction. In particular, the production tax credits, as construed by the IRS, were available only for the first 6,000 megawatts of additional nameplate capacity filed through COL applications with the NRC. n274 All COL applications that the NRC has received were filed after IRS Notice 2006-40, which provided this guidance. n275 "The deadline for automatic eligibility for the tax credit appears to [have provided] a strong incentive for nuclear plant applicants to file with the NRC by  [*304]  the end of 2008 ..." n276 Given this incentive, developers might have filed quickly and with incomplete information, in the process failing to follow the NRC's ideal streamlined licensing sequence. n277

These problems with the licensing process could be detrimental to continued nuclear development. Defects in the licensing process led to cost overruns in the 1970s and 1980s, which dissuaded developers from undertaking any new nuclear construction for nearly thirty years. n278 Continued problems would constitute an input cost uncertainty to developers who have not yet filed applications, which might cause them to further delay new construction.

B -- NRC secrecy --  decreases public support and causes cost uncertainty 

Fahring 11

(T.L. Fahring is a 2011 graduate from the University of Texas School of Law. He is currently a law clerk at the Texas Eleventh Court of Appeals. He is interested in energy law, environmental law, and tax law, “Nuclear Uncertainty: A Look at the Uncertainties of a U.S. Nuclear Renaissance” 41 Tex. Envtl. L.J. 279) 

B. The Reduction in Reactor Licensing Hearing Formality Might Cause a Public Backlash

Second, insofar as the NRC's reduction in nuclear licensing hearing formality limits public participation in the licensing process, it could lead to a public backlash. "Public involvement has two basic functions: it permits the raising of issues that will improve the safety of nuclear power plants, and it enhances the transparency and level of confidence and trust that the public can have in nuclear regulation and decision-making." n279 Measures that limit public participation in the nuclear licensing process undermine both of these functions. n280 As noted in the overview of the history of U.S. nuclear construction above, nuclear construction has always been extremely sensitive to changes in public opinion. In 2009, a majority of the American public favored nuclear power. n281 However, only a minority of the public favored new nuclear construction in the area in which they live. n282 After the nuclear crisis at the Fukushima Daiichi plant in Japan, U.S. public support for nuclear power fell sharply, with polls showing that many feared a major nuclear accident in this country. n283 Limiting public participation in the licensing process could decrease public support by undermining any trust that the public has in the regulatory system. This defect could lead to more litigation and a repeat of U.S. nuclear construction's nightmarish cost overruns of the 1970s and 1980s, thus increasing input cost uncertainty to developers. n284

Warming

2nc warming

They only reduce emissions by 5% 

Green 9 

(Jim, PhD in Science and Technology Studies and regular media commentator on nuclear-related issues, “Nuclear Weapons and 'Fourth Generation' Nuclear Power” 2009) 

"Integral fast reactors' and other 'fourth generation' nuclear power concepts have been gaining attention, in part because of comments by US climate scientist James Hansen. While not a card-carrying convert, Hansen argues for more research: "We need hard-headed evaluation of how to get rid oi long-lived nuclear waste and minimize dangers of proliferation and nuclear accidents. Fourth generation nuclear power seems to have the potential to solve the waste problem and minimize the others."

Others are less circumspect, with one advocate of integral fast reactors promoting them as the "holy grail" in the fight against global warming. There are two main problems with these arguments. Firstly, nuclear power could at most make a modest contribution to climate change abatement, mainly because it is used almost exclusively for electricity generation which accounts for about one-quarter of global greenhouse emissions. Doubling global nuclear power output (at the expense of coal) would reduce greenhouse emissions by about 5%. Building six nuclear power reactors in Australia (at the expense of coal) would reduce Australia's emissions by just 4%.

Wont solve fast enough 

Linden 2 

(Henry, Max McGraw Professor of Energy and Power Engineering and Management at the Illinois Institute of Technology, in Chicago, and was previously head of the Institute of Gas Technology, and founding president of Gas Research Institute, now merged into Gas Technology Institute, “Bridging the Carbon Gap: Fossil Fuel Use for the 21st Century; Coal gasification as a transition plan to build lead time to develop sustainable, climate-friendly energy technologies.” November 15, 2002, PUBLIC UTILITIES FORTNIGHTLY, ARTICLE; Pg. 32)

The key challenge we face today is to evaluate the most promising technologies to bridge the Carbon Gap. That means achieving the most rapid and cost-effective transition from today's predominant dependence on fossil fuels and combustion processes for providing useful energy services (heating, cooling, lighting, refrigeration, shaft horsepower, passenger-miles, ton-miles, etc.) to high-tech renewable or essentially inexhaustible energy sources.

Nuclear breeder reactors would offer an ideal, emissionfree, and essentially inexhaustible source of baseload power if generated in such inherently safe and proliferation-proof designs as the Integral Fast Reactor. n19 However, this would require enormous additional investments in research, development, and demonstration and faces much public opposition. And the economics of this power supply option are also highly uncertain.
n19 Yoon I. Chang, "Status of Progress in IFR Development," Paper No. 94-JPG-NE-14, presented at the American Society of Mechanical Engineers Joint International Power Generation Conference, Phoenix, Ariz., Oct. 2-6, 1994.

Thus, the lead time for meeting most stationary energy requirements with renewable or essentially inexhaustible sources of power, and most transportation fuel needs with electrolytic hydrogen, at acceptable costs, may therefore substantially exceed the allowable time when anthropogenic carbon emissions must be sharply curtailed.

2nc no exports

Multiple barriers overwhelm the aff

NEI, National Export Initiative, September ‘10

(“REPORT TO THE PRESIDENT ON THE NATIONAL EXPORT INITIATIVE: The Export Promotion Cabinet’s Plan for Doubling U.S. Exports in Five Years”)

Expand opportunities for the U.S. nuclear energy industry. Nuclear energy is also an integral part of a clean energy economy. While nuclear power already provides approximately 20 percent of U.S. electricity, wider deployment of civil nuclear reactors in the United States and around the world could provide the massive amount of electricity needed to power the global economy, while substantially reducing greenhouse gas emissions. The U.S. nuclear industry can expand its manufacturing base significantly as it takes advantage of the growing global demand for nuclear power. But the nuclear sector also faces substantial obstacles, including difficulties in obtaining new plant financing, workforce gaps, the lack of a global nuclear liability regime, supply chain constraints, licensing and regulatory-related delays, uncertainty with respect to disposal of spent fuel, and formidable state-owned competition.74

No licensing standards, insufficient government support, and bureaucracy

ITA, U.S. Department of Commerce International Trade Administration, February ‘11

(“The Commercial Outlook for U.S. Small Modular Nuclear Reactors,” http://trade.gov/mas/ian/build/groups/public/@tg_ian/@nuclear/documents/webcontent/tg_ian_003185.pdf)

Just like exporters of traditional large reactors, U.S. SMR vendors would face intense foreign competition, primarily by state-owned or state-aligned enterprises. Foreign nuclear companies have enjoyed significant government support, ranging from direct government ownership and management to favorable financing, industrial coordination, and support for manufacturers. Some U.S. suppliers also regard the lack of international licensing standards as an obstacle to expanding their business. They say that obtaining regulatory approval in one market does not provide any “leg up” in obtaining approval in another market, which means that the process has to be repeated for each country that the supplier wants to sell to. However, it is difficult to see how international licensing standards could be developed or enforced given the unique national circumstances that factor into a regulator’s licensing decisionmaking. The discretion of these national regulators cannot be compromised. More generally, U.S. suppliers also say that the lack of regulatory infrastructure in many countries interested in SMR technology is a problem for ensuring the safe and secure deployment of the technology. This challenge also applies to larger, traditional reactors. Nuclear liability is a significant concern for SMR and large reactor designers. Currently, no global nuclear liability regime exists. This situation not only complicates commercial arrangements, but also means that, in the unlikely event of a nuclear incident, claims for damages would be the subject of protracted and complicated litigation in the courts of many countries against multiple potential defendants with no guarantee of recovery. The IAEA-sponsored Convention on Supplementary Compensation for Nuclear Damage (CSC) is the only international instrument that provides the basis for establishing a global regime, including countries with and without nuclear power facilities. U.S. nuclear suppliers have stated that the implementation of CSC is a necessity for pursuing a major nuclear export program.

2nc no extinction

Experts agree

Hsu 10 (Jeremy, Live Science Staff, July 19, pg. http://www.livescience.com/culture/can-humans-survive-extinction-doomsday-100719.html)

His views deviate sharply from those of most experts, who don't view climate change as the end for humans. Even the worst-case scenarios discussed by the Intergovernmental Panel on Climate Change don't foresee human extinction.  "The scenarios that the mainstream climate community are advancing are not end-of-humanity, catastrophic scenarios," said Roger Pielke Jr., a climate policy analyst at the University of Colorado at Boulder.  Humans have the technological tools to begin tackling climate change, if not quite enough yet to solve the problem, Pielke said. He added that doom-mongering did little to encourage people to take action.  "My view of politics is that the long-term, high-risk scenarios are really difficult to use to motivate short-term, incremental action," Pielke explained. "The rhetoric of fear and alarm that some people tend toward is counterproductive."  Searching for solutions  One technological solution to climate change already exists through carbon capture and storage, according to Wallace Broecker, a geochemist and renowned climate scientist at Columbia University's Lamont-Doherty Earth Observatory in New York City.  But Broecker remained skeptical that governments or industry would commit the resources needed to slow the rise of carbon dioxide (CO2) levels, and predicted that more drastic geoengineering might become necessary to stabilize the planet.  "The rise in CO2 isn't going to kill many people, and it's not going to kill humanity," Broecker said. "But it's going to change the entire wild ecology of the planet, melt a lot of ice, acidify the ocean, change the availability of water and change crop yields, so we're essentially doing an experiment whose result remains uncertain." 

at: sea level rise

Sea level rise is junk science—models empirically fail 

Gupta, Climate Change Research Centre @ University of New South Wales, et al., ‘12
(Alexander Sen, “Climate Drift in the CMIP3 Models,” Journal of Climate Vol. 25, Issue 13, p. 4621-4640)

As discussed above, drift in temperature and salinity dominates 20C3M trends throughout most of the subsurface ocean. In the calculation of steric sea level rise, a given temperature or salinity change will generally have less effect at depth than near the surface. As the amount of expansion for a given change in temperature or salinity is itself a function of temperature, salinity, and pressure (in particular warmer water expands more than colder water for the same increase in heat content), the changes in temperature near the warm surface ocean have a proportionally larger influence on steric sea level rise than temperature changes in the cold deeper ocean (at least away from the wellmixed high-latitude regions). Nevertheless, given that the global warming signal over the twentieth century is predominantly limited to the top few hundred meters, in most regions, while ocean drift extends through the entire water column, drift still introduces considerable bias into both regional and global sea level rise.
The CMIP3 models show a broad range of estimates for steric sea level rise over 1950–2000 (Fig. 10a). The spread in the raw 20C3M estimates is considerable (standard deviation ;0.76 mm yr21 with a multimodel mean of 0.45 mm yr21). In addition a number of the models indicate a lowering of sea level over the period. For the drift-corrected sea level rise (i.e., by using drift corrected temperature and salinity) values become considerably more consistent (standard deviation ;0.36 mm yr21) and all models now indicate a rise in sea level. While considerable intermodel variability still exists the driftcorrected multimodel mean (;0.59 mm yr21) is consistent with the Domingues et al. (2008) observational estimate (0.526 0.08 mm yr21, for 0–700 m, 1950–2003). Figure 10a shows raw 20C3M trends and drift-corrected estimates of forced trend for steric sea level rise, including multiple ensemble members where available; ensemble members for a given model are generally initialized from the same PICNTRL experiment but from different points in time, usually separated by multiple years (Table 1). Nevertheless the drift, which is derived from different time periods from a single PICNTRL simulation, is very similar across ensemble members, suggesting that the linear drift approximation is valid and that natural variability is not having a major effect on the drift estimates. Figure 10b shows a scatter of the raw 20C3M trend magnitudes versus drift magnitudes. The drift-related error varies considerably across the models from less than 10% to over 200% for the ECHAM4 model (see previous discussion of this model).

As with surface drift, subsurface drift in temperature and salinity is spatially heterogeneous and so can result in a larger bias on regional scales. This is particularly important for assessing twentieth-century regional changes, where the steric component of sea level rise is a major component of the total (e.g., Domingues et al. 2008). Figure 11 shows both the raw 20C3M and driftcorrected 1950–2000 trends for three models (calculated from the surface to the bottom). A few models (e.g., MRI-CGCM2.3.2) have a well-equilibrated preindustrial control throughout the ocean and so are essentially untroubled by drift. However, most models are significantly affected in certain regions. In fact for many models and regions the sign of the sea level trend is changed by the spurious drift. For instance in the CSIRO Mk3.0 model the steric sea level anomaly over much of the tropics and midlatitudes, estimated from the raw 20C3M temperature and salinity, changes sign once the drift is taken into account.

2NC Locked in

That means 6 degree warming’s inevitable

AP 9 (Associated Press, Six Degree Temperature Rise by 2100 is Inevitable: UNEP, September 24, http://www.speedy-fit.co.uk/index2.php?option=com_content&do_pdf=1&id=168)

Earth's temperature is likely to jump six degrees between now and the end of the century even if every country cuts greenhouse gas emissions as proposed, according to a United Nations update. Scientists looked at emission plans from 192 nations and calculated what would happen to global warming. The projections take into account 80 percent emission cuts from the U.S. and Europe by 2050, which are not sure things. The U.S. figure is based on a bill that passed the House of Representatives but is running into resistance in the Senate, where debate has been delayed by health care reform efforts. Carbon dioxide, mostly from the burning of fossil fuels such as coal and oil, is the main cause of global warming, trapping the sun's energy in the atmosphere. The world's average temperature has already risen 1.4 degrees since the 19th century. Much of projected rise in temperature is because of developing nations, which aren't talking much about cutting their emissions, scientists said at a United Nations press conference Thursday. China alone adds nearly 2 degrees to the projections. "We are headed toward very serious changes in our planet," said Achim Steiner, head of the U.N.'s environment program, which issued the update on Thursday. The review looked at some 400 peer-reviewed papers on climate over the last three years.  Even if the developed world cuts its emissions by 80 percent and the developing world cuts theirs in half by 2050, as some experts propose, the world is still facing a 3-degree increase by the end of the century, said Robert Corell, a prominent U.S. climate scientist who helped oversee the update.  Corell said the most likely agreement out of the international climate negotiations in Copenhagen in December still translates into a nearly 5-degree increase in world temperature by the end of the century. European leaders and the Obama White House have set a goal to limit warming to just a couple degrees.  The U.N.'s environment program unveiled the update on peer-reviewed climate change science to tell diplomats how hot the planet is getting. The last big report from the Nobel Prize-winning Intergovernmental Panel on Climate Change came out more than two years ago and is based on science that is at least three to four years old, Steiner said.  Global warming is speeding up, especially in the Arctic, and that means that some top-level science projections from 2007 are already out of date and overly optimistic. Corell, who headed an assessment of warming in the Arctic, said global warming "is accelerating in ways that we are not anticipating."  Because Greenland and West Antarctic ice sheets are melting far faster than thought, it looks like the seas will rise twice as fast as projected just three years ago, Corell said. He said seas should rise about a foot every 20 to 25 years.

Electricity is less than 33%, industrial processes alone are 20%

EPA 10 (the EPA, “Greenhouse Gas Emissions,” 2010) http://www.epa.gov/climatechange/ghgemissions/gases/co2.html

Carbon dioxide (CO2) is the primary greenhouse gas emitted through human activities. In 2010, CO2 accounted for about 84% of all U.S. greenhouse gas emissions from human activities. Carbon dioxide is naturally present in the atmosphere as part of the Earth's carbon cycle (the natural circulation of carbon among the atmosphere, oceans, soil, plants, and animals). Human activities are altering the carbon cycle--both by adding more CO2 to the atmosphere and by influencing the ability of natural sinks, like forests, to remove CO2 from the atmosphere. While CO2 emissions come from a variety of natural sources, human-related emissions are responsible for the increase that has occurred in the atmosphere since the industrial revolution. [1] U.S. Carbon Dioxide Emissions, By Source Note: All emission estimates from the Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2010. The main human activity that emits CO2 is the combustion of fossil fuels (coal, natural gas, and oil) for energy and transportation, although certain industrial processes and land-use changes also emit CO2. The main sources of CO2 emissions in the United States are described below. Electricity. Electricity is a significant source of energy in the United States and is used to power homes, business, and industry. The combustion of fossil fuels to generate electricity is the largest single source of CO2 emissions in the nation, accounting for about 40% of total U.S. CO2 emissions and 33% of total U.S. greenhouse gas emissions in 2009. The type of fossil fuel used to generate electricity will emit different amounts of CO2. To produce a given amount of electricity, burning coal will produce more CO2 than oil or natural gas. Transportation. The combustion of fossil fuels. such as gasoline and diesel to transport people and goods is the second largest source of CO2 emissions, accounting for about 31% of total U.S. CO2 emissions and 26% of total U.S. greenhouse gas emissions in 2010. This category includes transportation sources such as highway vehicles, air travel, marine transportation, and rail. Industry. Many industrial processes emit CO2 through fossil fuel combustion. Several processes also produce CO2 emissions through chemical reactions that do not involve combustion, for example, the production and consumption of mineral products such as cement, the production of metals such as iron and steel, and the production of chemicals. Various industrial processes accounted for about 14% of total U.S. CO2 emissions and 20% of total U.S. greenhouse gas emissions in 2010. Note that many industrial processes also use electricity and therefore indirectly cause the emissions from the electricity production. 

Not even an 80% cut is enough

AP 9 (Associated Press, Six Degree Temperature Rise by 2100 is Inevitable: UNEP, September 24, http://www.speedy-fit.co.uk/index2.php?option=com_content&do_pdf=1&id=168)

Earth's temperature is likely to jump six degrees between now and the end of the century even if every country cuts greenhouse gas emissions as proposed, according to a United Nations update. Scientists looked at emission plans from 192 nations and calculated what would happen to global warming. The projections take into account 80 percent emission cuts from the U.S. and Europe by 2050, which are not sure things. The U.S. figure is based on a bill that passed the House of Representatives but is running into resistance in the Senate, where debate has been delayed by health care reform efforts. Carbon dioxide, mostly from the burning of fossil fuels such as coal and oil, is the main cause of global warming, trapping the sun's energy in the atmosphere. The world's average temperature has already risen 1.4 degrees since the 19th century. Much of projected rise in temperature is because of developing nations, which aren't talking much about cutting their emissions, scientists said at a United Nations press conference Thursday. China alone adds nearly 2 degrees to the projections. "We are headed toward very serious changes in our planet," said Achim Steiner, head of the U.N.'s environment program, which issued the update on Thursday. The review looked at some 400 peer-reviewed papers on climate over the last three years.  Even if the developed world cuts its emissions by 80 percent and the developing world cuts theirs in half by 2050, as some experts propose, the world is still facing a 3-degree increase by the end of the century, said Robert Corell, a prominent U.S. climate scientist who helped oversee the update.  Corell said the most likely agreement out of the international climate negotiations in Copenhagen in December still translates into a nearly 5-degree increase in world temperature by the end of the century. European leaders and the Obama White House have set a goal to limit warming to just a couple degrees.  The U.N.'s environment program unveiled the update on peer-reviewed climate change science to tell diplomats how hot the planet is getting. The last big report from the Nobel Prize-winning Intergovernmental Panel on Climate Change came out more than two years ago and is based on science that is at least three to four years old, Steiner said.  Global warming is speeding up, especially in the Arctic, and that means that some top-level science projections from 2007 are already out of date and overly optimistic. Corell, who headed an assessment of warming in the Arctic, said global warming "is accelerating in ways that we are not anticipating."  Because Greenland and West Antarctic ice sheets are melting far faster than thought, it looks like the seas will rise twice as fast as projected just three years ago, Corell said. He said seas should rise about a foot every 20 to 25 years.

Prolif

No Prolif—Extn

Their scholarship is horrible—prefer Hymans—best studies

Potter 8
William C. Potter is Sam Nunn and Richard Lugar Professor of Nonproliferation Studies and Director of the James Martin Center for Nonproliferation Studies at the Monterey Institute of International Studies, Summer 2008, Divining Nuclear Intentions, http://muse.jhu.edu/journals/international_security/v033/33.1.potter.pdf

For much of the nuclear age, academic experts, intelligence analysts, and public commentators periodically have forecast rapid bursts of proliferation, which have failed to materialize. Central to their prognoses, often imbued with the imagery and metaphors of nuclear dominoes and proliferation chains, has been the assumption that one state's nuclearization is likely to trigger decisions by other states to "go nuclear" in quick succession. Today the proliferation metaphors of choice are "nuclear cascade" and "tipping point," but the implication is the same—we are on the cusp of rapid, large-scale nuclear weapons spread. It is with some justification, therefore, that the study of proliferation has been labeled "the sky-is-still-falling profession."1  Although proliferation projections abound, few of them are founded on, or even informed by, empirical research and theory.2 This deficiency, though regrettable, is understandable given the small body of theoretically or empirically [End Page 139] grounded research on forecasting proliferation developments, and the underdeveloped state of theory on nonproliferation and nuclear decisionmaking more generally. Also contributing to this knowledge deficit is the stunted development of social science research on foreign policy–oriented forecasting and the emphasis on post hoc explanations, rather than predictions on the part of the more sophisticated frameworks and models of nuclear decisionmaking.  Two important exceptions to this general paucity of nonproliferation theory with predictive value are recent books by Jacques Hymans, The Psychology of Nuclear Proliferation: Identity, Emotions, and Foreign Policy, and Etel Solingen, Nuclear Logics: Alternative Paths in East Asia and the Middle East.3 These studies merit careful attention because of their solid grounding in comparative field research and social science theory, their challenges to prevailing conceptions about the sources of nuclear weapons decisions, and their promise for predicting proliferation developments. As such, they go well beyond the influential but historically oriented explanatory frameworks developed by scholars such as Peter Lavoy, Ariel Levite, T.V. Paul, Scott Sagan, and James Walsh.4 Although the approaches advanced by Hymans and Solingen have their own limitations, these two books represent the cutting edge of nonproliferation research and should be of great interest to both policy practitioners and scholars. In particular, a careful review of their studies sheds new insights into why past predictions of rapid proliferation have proved faulty, why the current alarm over impending proliferation doom is largely without merit, and why we should not count on single theories of international relations—at least in their [End Page 140] current state—to offer much guidance in explaining or predicting the dynamics of nuclear weapons spread.

Their focus on tech undermines predictions

Yusuf 9
Moeed Yusuf, Fellow at the Center for the Study of the Longer-Range Future at Boston University and Fellow at the Brookings Institute, January 2009, “Predicting Proliferation: The History of

the Future of Nuclear Weapons,” Brookings Institute, policy paper 11

This study offers a brief survey of attempts to predict the future of nuclear weapons since the beginning of the Cold War.1 The aim of this analysis is not merely to review the record, but to provide an overall sense of how the nuclear future was perceived over the past six decades, and where and why errors were made in prediction, so that contemporary and future predictive efforts have the benefit of a clearer historical 1 This analysis relies on declassified U.S. government documents and English-language literature on the subject, and thus is limited in its scope. Projections by commentators in several major nuclear states, such as the Soviet Union/Russia and China, are not considered, although some analyses by Australian, British, Canadian, French, German, and Indian experts are taken into consideration. record. The survey is based on U.S. intelligence estimates as well as the voluminous scholarly work of American and foreign experts on the subject. Six broad lessons can be gleaned from this history. First, it reveals consistent misjudgments regarding the extent of nuclear proliferation. Overall, projections were far more pessimistic than actual developments; those emanating from independent experts more so than intelligence estimates. In the early years of the Cold War, the overly pessimistic projections stemmed, in part, from an incorrect emphasis on technology as the driving factor in horizontal proliferation, rather than intent, a misjudgment, which came to light with the advent of a Chinese bomb in 1964. The parallel shift from developed-world proliferation to developing-world proliferation was accompanied by greater alarm regarding the impact of proliferation. It was felt that developing countries were more dangerous and irresponsible nuclear states than developed countries. Second, while all the countries that did eventually develop nuclear weapons were on the lists of suspect states, the estimations misjudged when these countries would go nuclear. The Soviet Union went nuclear much earlier than had been initially predicted, intelligence estimates completely missed China’s nuclear progress, and India initially tested much later than U.S. intelligence projections had anticipated and subsequently declared nuclear weapon status in 1998 when virtually no one expected it to do so. Third, the pace of proliferation has been consistently slower than has been anticipated by most experts due to a combination of overwhelming alarmism, the intent of threshold states, and many incentives to abstain from weapons development. In the post-Cold War period, the number of suspected threshold states has gradually decreased and the geographical focus has shifted solely to North-East Asia, South Asia, and the Middle East. There is also much greater concern that a nuclear chain reaction will break out than was the case during the Cold War.

Prolif dramatically slowing—non-prolif policy is irrelevant
Hymans 12
Jacques Hymans, USC Associate Professor of IR, June 2012, Botching the Bomb: Why Nuclear Weapons Programs Often Fail on Their Own - and Why Iran’s Might, Too, www.foreignaffairs.com/articles/137403/jacques-e-c-hymans/botching-the-bomb?page=show

Yet there is another possibility. The Iranians had to work for 25 years just to start accumulating uranium enriched to 20 percent, which is not even weapons grade. The slow pace of Iranian nuclear progress to date strongly suggests that Iran could still need a very long time to actually build a bomb - or could even ultimately fail to do so. Indeed, global trends in proliferation suggest that either of those outcomes might be more likely than Iranian success in the near future. Despite regular warnings that proliferation is spinning out of control, the fact is that since the 1970s, there has been a persistent slowdown in the pace of technical progress on nuclear weapons projects and an equally dramatic decline in their ultimate success rate. 

The great proliferation slowdown can be attributed in part to U.S. and international nonproliferation efforts. But it is mostly the result of the dysfunctional management tendencies of the states that have sought the bomb in recent decades. Weak institutions in those states have permitted political leaders to unintentionally undermine the performance of their nuclear scientists, engineers, and technicians. The harder politicians have pushed to achieve their nuclear ambitions, the less productive their nuclear programs have become. Meanwhile, military attacks by foreign powers have tended to unite politicians and scientists in a common cause to build the bomb. Therefore, taking radical steps to rein in Iran would be not only risky but also potentially counterproductive, and much less likely to succeed than the simplest policy of all: getting out of the way and allowing the Iranian nuclear program's worst enemies - Iran's political leaders - to hinder the country's nuclear progress all by themselves.

No Nonpro Leadership—Short Extn

Prefer our evidence—history proves

Cleary 12
Richard Cleary, American Enterprise Institute Research Assistant, 8/13/12, Richard Cleary: Persuading Countries to Forgo Nuclear Fuel-Making, npolicy.org/article.php?aid=1192&tid=30

In recent years, there has been a resurgence of proposals designed to limit the spread of nuclear fuel-making facilities, with the understanding that ostensibly peaceful technology can allow for the production of the fissile material required for a nuclear weapon. With U.S. proposals ranging from the Global Nuclear Energy Partnership (GNEP) to a revamped, “Gold Standard” bilateral nuclear cooperation agreement, a wider array of tools has been put at the disposal of American policy makers. Prominent members of the international community have become agitated about the prospect of the proliferation of fuel-making technology as well, with numerous proposals of fuel assurances put forward by such disparate figures as Vladimir Putin and Mohamed ElBaradei. But renewed enthusiasm for nonproliferation begs questions about how novel the instruments proposed are, and, moreover, how effective they are likely to be, particularly for the country historically at the head of nonproliferation efforts, the United States. A review of this historical record suggests that optimism about the U.S. ability to dissuade countries from this path is misplaced.

This essay considers supply side proposals of fuel assurance, multilateral fuel-making, as well as specific interventions on both the supply and demand sides, consulting particular cases in Iran (1974-1978), West Germany-Brazil (1975-1977), South Korea (1974-1976) and Pakistan (1972-1980) to draw lessons about the effectiveness of U.S. practices under differing circumstances. The record these cases give is mixed, due to two principal causes. The first is the failure of the U.S. to consistently prioritize nonproliferation efforts given Washington’s global and competing interests, interests that tend to be embraced by different factions in the federal government apparatus but whose ultimate arbiter is the president (along with his close advisors). The second is the tendency of decisions about nuclear fuel-making by the state in question to be influenced more by fundamental trends or factors than diplomatic maneuvering from Washington; diplomacy is most effective when it has the political, economic and military backing to implicate these issues. The most important factor in U.S. efforts has tended to be the bilateral relationship between Washington and the country at hand. Decision-makers who consider their country’s relationship with the U.S. to be strategically vital—and believe that fuel-making would threaten this relationship—are most likely to forgo enrichment and reprocessing (ENR) technology. This calculus can be informed by a range of dynamics, some beyond U.S. control, such as security concerns, issues of prestige, and commercial and industrial interests. Domestic politics and public opinion, both in the United States and in the country considering fuel-making, can be influential.

One of the fundamental tensions of American nonproliferation efforts lies with the Nuclear Nonproliferation Treaty (NPT), the international legal framework of reference in nonproliferation matters. The prevailing interpretation of the NPT centers on what has been referred to as the “fundamental bargain”: in exchange for nuclear-weapons states’ movement toward disarmament and their sharing of technology and expertise for peaceful nuclear energy, nonnuclear weapons states will not pursue the bomb.1

One portion of the NPT, in particular, has borne on U.S. efforts to persuade countries not to pursue nuclear fuel-making technology: Article IV. Here, the NPT enshrines the “inalienable right…to develop research, production and use of nuclear energy for peaceful purposes,” and pledges signatories to “undertake to facilitate…the fullest possible exchange of equipment, materials and scientific and technological information for the peaceful uses of nuclear energy.”2 Traditionally, the U.S. has elected for an ambiguous middle ground, not denying an Article IV “inalienable” right to fuel-making, but not acknowledging it either.3 While U.S. interpretations of the NPT have not, as a practical matter, stemmed its attempts to convince countries to eschew nuclear fuel-making technology, the NPT’s bargain has shaped certain stances, particularly supply side proposals such as fuel assurances.

The application of U.S. national power, on both the supply and demand sides of nuclear fuel-making, can play a role in convincing countries of the benefits of their relationship with Washington and the costs to be incurred if this relationship were fractured. The adroit use of “sticks” and “carrots” can withhold or provide incentives for cooperation, convincing countries considering ENR that the risks of doing so outweigh the benefits. The case studies examined here suggest that if the United States is to give the impression that a bilateral relationship rests in the balance, Washington may have to undertake risks of its own, perhaps compromising other policy objects for the sake of nonproliferation. When the circumstances have called for Washington to put nonproliferation goals above others, policy makers have often failed to do so.
2nc not inevitable

Their evidence is a pipe dream—all trends prove to global nuclear death, despite government support

Hoium, energy investment expert and stock advisor @ Motley Fool, MBA – Carlson School of Management, 12/9/’11
(Travis, “3 Reasons to Avoid Nuclear Power,” http://www.fool.com/investing/general/2011/12/09/3-reasons-to-avoid-nuclear-power.aspx)

It's been nearly nine months since an earthquake and subsequent tsunami in Japan turned the fortunes of the nuclear world on its head. A nuclear renaissance in the U.S. came to a halt, Germany decided to nix its nuclear plants, and the industry hasn't been the same.
But there are three remaining reasons that I don't think nuclear is a place investors should be looking for value right now.

For safety's sake

Whether it's mechanical failure, human error, or a natural disaster, there are major risks associated with nuclear plants. Boosters may count these as one-time events, but they've happened more than once, and with Japan looking at billions of dollars to rebuild what was lost after the Fukushima Daiichi disaster, the risk should be a major factor in any investment.

The cost per watt of nuclear energy is lower than that of many other energy sources, but the costs are heading in the wrong direction. When NRG Energy (NYSE: NRG  ) nixed its planned nuclear expansion, rapidly rising cost estimates were a major factor. Estimates tripled in the planning stage, making the power that would be delivered less cost effective.

Nuclear also benefits from a variety of government subsidies including limited liability, without which nuclear would be nearly impossible to build. And NRG was counting on a government loan guarantee to complete its plant. Compared to other alternative energy sources like wind and solar, whose costs are falling, nuclear is headed in the wrong direction.
It's a dying business

A look at how financial markets view nuclear power may give even the most hardened supporters pause. Rating agencies have downgraded companies with nuclear assets, and nuclear stocks have plummeted this year.

Investors should also consider that in the past year, U.S. nuclear power generation was down 2.7% and worldwide capacity has fallen from 375.5 GW to 365.5 GW. It's true that nuclear is out of favor, and according to trends, renewable energy is picking up the slack.

Foolish bottom line

Despite backlash from commenters when I asked if nuclear was really safe, it turned out it hasn't been for investors since Japan's disaster. There hasn't been a bounce back, and shares of Cameco (NYSE: CCJ  ) , Uranium Energy (NYSE: UEC  ) , and Uranerz Energy (NYSE: URZ  ) have continued to slide.
Considering the trends away from nuclear in many locations worldwide, I don't see this business getting brighter any time soon. Disagree? Leave your thoughts in the comments section below.

2nc prolif turn – overview

IFRs build international nuclear expertise – spills over to prolif
Cochran 9 
(Thomas, Senior Scientist, Nuclear Program, Natural Resources Defense Council, “Senate Energy and Natural Resources Committee Hearing; To receive testimony on nuclear energy development; Testimony by Thomas Cochran, Senior Scientist, Nuclear Program, Natural Resources Defense Council” March 18, 2009, Congressional Documents and Publications) 

The development of fast reactors to breed plutonium failed in the United States, the United Kingdom, France, Germany, Italy, and Japan. We would argue it failed in the Soviet Union despite the fact that the Soviets operated two commercial-size fast breeder plants, BN-350 (now shut down in Kazakhstan) and BN-600 (still operational in Russia), because the Soviet Union and Russia never successfully closed the fuel cycle and thus never operated these plants using MOX fuel.

Moreover, the advanced reprocessing technologies are even more costly than the conventional PUREX method and produce even larger inventories of intermediate and low-level nuclear wastes.

The closed fuel cycle technologies required by GNEP pose greater proliferation risks than the once-through fuel cycle. Even though GNEP's ambitious vision of deploying new reprocessing plants and fast reactors in large numbers will surely fail to materialize, the partnership's research program will encourage the development in non-weapon states of research facilities well suited for plutonium recovery, i.e., small hot cells and even larger reprocessing centers, as well as the training of experts in plutonium chemistry and metallurgy, all of which pose grave proliferation risks. It is for this reason that we advocate terminating the GNEP research on advanced reprocessing technologies.

Empirics – fast reactor process enabled current nuke states to get weapons 

von Hippel 10

(Frank, PhD in Nuclear Physics and Professor of Public and International Affairs at Princeton University’s Woodrow Wilson of Public and International Affairs and o-founder of Princeton’s Program on Science and Global Security. In the 1980s, as chairman of the Federation of American Scientists, he partnered with Evgenyi Velikhov in advising Mikhail Gorbachev on the technical basis for steps to end the nuclear arms race, served as Assistant Director for National Security in the White House Office of Science and Technology Policy, “Overview: The Rise and Fall of Plutonium Breeder Reactors” Fast Breeder Reactor Programs: History and Status February 2010, International Panel on Fissile Materials)

The fast-neutron reactor fuel cycle provides easy access to plutonium for weapons. All reactors produce plutonium in their fuel but breeder reactors require plutonium recycle, the separation of plutonium from the ferociously radioactive fission products in the spent fuel. This makes the plutonium more accessible to would-be nuclear-weapon makers. Breeder reactors — and separation of plutonium from the spent fuel of ordinary reactors to provide startup fuel for breeder reactors — therefore create proliferation problems.

This fact became dramatically clear in 1974, when India used the first plutonium separated for its breeder reactor program to make a “peaceful nuclear explosion.” Breeders themselves have also been used to produce plutonium for weapons. France used its Phénix breeder reactor to make weapon-grade plutonium in its blanket. India, by refusing to place its breeder reactors under international safeguards as part of the U.S.-India nuclear deal, has raised concerns that it might do the same.

India’s Prototype Fast Breeder Reactor (PFBR), expected to be completed in 2010, will have the capacity to make 90 kg of weapon-grade plutonium per year, if only the radial blanket is reprocessed separately and 140 kg per year if both radial and axial blankets are reprocessed. 15 The Nagasaki bomb contained 6 kg of weapon-grade plutonium and modern weapons designs contain less. At 5 kg per warhead, the PFBR would produce enough weapon-grade plutonium for 20–30 nuclear weapons a year, a huge increase in production capacity in the context of the South Asian nuclear arms race.

The G.W. Bush Administration proposed to make reprocessing more “proliferation resistant” by leaving some of the other transuranic elements (neptunium, americium and curium) mixed with the plutonium. 16 Even if all the transuranics were left mixed with the plutonium, however — a project that the U.S. Department of Energy abandoned when it learned that the technology was not in hand — the gamma radiation field surrounding the mix would still be less than one-hundredth the level the IAEA considers self-protecting against theft and thousands of times less than the radiation field surrounding plutonium when it is in spent fuel (figure 1.4).

Their authors don’t understand reality – nuclear pursuing states will just use IFRs to prolif and selective deployment fails 

Green 9 

(Jim, PhD in Science and Technology Studies and regular media commentator on nuclear-related issues, “Nuclear Weapons and 'Fourth Generation' Reactors” July 2009, http://www.foe.org.au/anti-nuclear/issues/nfc/power-weapons/g4nw)

IFR advocates propose using them to draw down global stockpiles of fissile material, whether derived from nuclear research, power or WMD programs. However, IFRs have no need for outside sources of fissile material beyond their initial fuel load. Whether they are used to irradiate outside sources of fissile material to any significant extent would depend on a confluence of commercial, political and military interests. History shows that non-proliferation objectives receive low priority. Conventional reprocessing with the use of separated plutonium as fuel (in breeders or MOX reactors) has the same potential to drawn down fissile material stockpiles, but has increased rather than decreased proliferation risks. Very little plutonium has been used as reactor fuel in breeders or MOX reactors. But the separation of plutonium from spent fuel continues and stockpiles of separated 'civil' plutonium − which can be used directly in weapons − are increasing by about five tonnes annually and amount to over 270 tonnes, enough for 27,000 nuclear weapons.

IFR advocates demonstrate little or no understanding of the realpolitik imposed by the commercial, political and military interests responsible for, amongst other things, unnecessarily creating this problem of 270+ tonnes of separated civil plutonium and failing to take the simplest steps to address the problem - namely, suspending reprocessing or reducing the rate of reprocessing such that plutonium stockpiles are drawn down rather than continually increasing.

The proposed use of IFRs to irradiate fissile materials produced elsewhere faces the familiar problem that countries with the greatest interest in WMD production will be the least likely to forfeit fissile material stockpiles and vice versa. Whatever benefits arise from the potential consumption of outside sources of fissile material must be weighed against the problem that IFRs could themselves be used to produce fissile material for weapons. WMD proliferators won't use IFRs to draw down stockpiles of their own fissile material let alone anyone else's − they are more likely to use them to produce plutonium for nuclear weapons.
Some IFR proponents propose initially deploying IFR technology in nuclear weapons states and weapons-capable states, but every other proposal for selective deployment of dual-use nuclear technology has been rejected by countries that would be excluded.

at: safeguards

IFR advocates inflate safety claims – insiders agree that safeguards don’t check 

Green 9 

(Jim, PhD in Science and Technology Studies and regular media commentator on nuclear-related issues, “Nuclear Weapons and 'Fourth Generation' Reactors” July 2009, http://www.foe.org.au/anti-nuclear/issues/nfc/power-weapons/g4nw)

Safeguards

Some IFR advocates downplay the proliferation risks by arguing that fissile material is more easily produced in research reactors. But producing fissile material for weapons in IFRs would not be difficult. Extracting irradiated material from an IFR may be challenging though not from those IFRs which have been designed to produce the initial fuel load for other IFRs (and are thus designed to facilitate the insertion and extraction of uranium targets).

The main challenge would be to circumvent safeguards. Proponents of IFR acknowledge the need for a rigorous safeguards system to detect and deter the use of IFRs to produce fissile material for weapons. And they generally accept that the existing safeguards system is inadequate − so much so that the former Director General of the International Atomic Energy Agency, Dr. Mohamed El Baradei, has noted that the IAEA's basic rights of inspection are "fairly limited", that the safeguards system suffers from "vulnerabilities" and "clearly needs reinforcement", that efforts to improve the system have been "half-hearted", and that the safeguards system operates on a "shoestring budget ... comparable to that of a local police department".

Blees argues for a radically strengthened safeguards system including the establishment of an international strike force on full standby to attend promptly to any detected attempts to misuse IFRs or to divert nuclear materials. But there's no evidence of IFR advocates getting off their backsides to engage in the laborious work of trying to bring about improvements in safeguards. Evidently they do not accept the argument that proponents of dual-use technology have a responsibility to engage in that laborious work. Nor do they see strengthened safeguards as a prerequisite for the widespread deployment of IFRs. Yet, when pressed, IFR advocates point to safeguards which exist only in their imaginations: we needn't worry about IFRs and WMD proliferation, for example, because Blees' international strike force will take care of that. Such arguments are circular and disingenuous.

IFR advocates imagine that a strong commitment to nuclear non-proliferation will shape the development and deployment of IFR technology, but in practice it could easily fall prey to the interests responsible for turning attractive theories into the fiasco of ever-growing stockpiles of separated civil plutonium. Under the Bush administration, proposals for advanced, 'proliferation-resistant' reprocessing under the Global Nuclear Energy Partnership gave way to a plan to expand conventional reprocessing while working on R&D into advanced reprocessing. A similar fate could easily befall proposals to run fast neutron reactors in conjunction with 'proliferation-resistant' reprocessing.

1NR

Uranium

Asia solves

GBI Research ‘12 

Global Business Intelligence, “Uranium Mining Market in Asia-Pacific to 2020 - Availability of Large Uranium Reserves to Lay the Foundation for the Industry's Future Development”, June 25, http://www.marketresearch.com/GBI-Research-v3759/Uranium-Mining-Asia-Pacific-Availability-7039053/
Uranium mining is set to soar in the future due to rising demand for nuclear power, with Asia’s colossal reserves looking set to meet these needs, according to natural resources expert GBI Research. The new report* suggests that mounting demand for nuclear power generation will boost uranium prices, offering to make Asia-Pacific a tidy sum, but only if they can overcome environmental and professional hazards. According to the Australian Bureau of Resources and Energy Economics and Sciences (ABARES), the spot price of uranium, which hung around the $62 per pound mark in 2011, will reach around $81 a pound by 2016 due to the massive surge in demand. The availability of huge reserves, coupled with rising prices, will drive the Asia-Pacific uranium mining industry. Asia-Pacific is the largest uranium-producing region in the world, boasting an estimated production of 34,041 tons of uranium (tU) during 2011, over half the global production. Kazakhstan contributed just under two-thirds of this, followed by Australia with 25.2%, Uzbekistan with 7.2%, China with 2.6% and India with a 1.1% share. Asia’s uranium mining industry has been helped by the region’s abundant reserves, which, according to the World Nuclear Association (WNA), stood at 3,599,421tU in 2010, accounting for about 57% of total global reserves. New planned projects and the expansion of existing uranium mines will drive up uranium mine production throughout Asia-Pacific, with Australia, India, Kazakhstan and China all being expected to increase regional uranium mine production in the outlook period.

Prices and innovation solve

WNA ‘5 

World Nuclear Association, “Uranium: sustaining the Global Nuclear Renaissance?”, September, http://www.world-nuclear.org/reference/position_statements/uranium.html

The uranium resource is sustainable, with adequate known resources being continuously replenished at least as fast as they are being used. The essential dynamic is the strength of market forces when the market is constantly evolving through advances in human knowledge and the technologies of exploration, mining, and resource utilisation. Depletion of today's known uranium resources will be more than counterbalanced by replenishment from new discoveries, technical progress and possible substitution.  In addition, a huge increase in efficiency is readily possible through the technological step to fast neutron reactors. This option - unique among mineral resources - offers the nuclear industry a special kind of insurance against future resource shortage.  It may therefore be fairly concluded that uranium supplies will be more than adequate to fuel foreseeable expansions of nuclear power. Indeed, in addition to its other noteworthy virtues, an abundant fuel resource will remain a crucial advantage of nuclear power. The world faces many challenges in achieving a global expansion of nuclear energy to fully realise the technology's clean-energy potential. A limited supply of uranium resources is not among them.

OV

Goes nuclear

Barnett ‘11

Thomas, American military geostrategist and Chief Analyst at Wikistrat, “The New Rules: Leadership Fatigue Puts U.S., and Globalization, at Crossroads,” http://www.worldpoliticsreview.com/articles/8099/the-new-rules-leadership-fatigue-puts-u-s-and-globalization-at-crossroads, AM

Let me be more blunt: As the guardian of globalization, the U.S. military has been the greatest force for peace the world has ever known. Had America been removed from the global dynamics that governed the 20th century, the mass murder never would have ended. Indeed, it's entirely conceivable there would now be no identifiable human civilization left, once nuclear weapons entered the killing equation. But the world did not keep sliding down that path of perpetual war. Instead, America stepped up and changed everything by ushering in our now-perpetual great-power peace. We introduced the international liberal trade order known as globalization and played loyal Leviathan over its spread. What resulted was the collapse of empires, an explosion of democracy, the persistent spread of human rights, the liberation of women, the doubling of life expectancy, a roughly 10-fold increase in adjusted global GDP and a profound and persistent reduction in battle deaths from state-based conflicts. That is what American "hubris" actually delivered.

Also solves warming

Herman and Smith ‘10, *founder of a immigration and business law firm in Cleveland, Ohio which serves a global clientele in over 10 languages, *veteran journalist who covers international cultures and immigration issues for the Cleveland Plain Dealer (Richard and Robert, “Why Immigrants Can Drive the Green Economy,” Immigration Policy Center, 2010, http://immigrationpolicy.org/perspectives/why-immigrants-can-drive-green-economy) 

It should come as no surprise that immigrants will help drive the green revolution. America’s young scientists and engineers, especially the ones drawn to emerging industries like alternative energy, tend to speak with an accent. The 2000 Census found that immigrants, while accounting for 12 percent of the population, made up nearly half of the all scientists and engineers with doctorate degrees. Their importance will only grow. Nearly 70 percent of the men and women who entered the fields of science and engineering from 1995 to 2006 were immigrants. Yet, the connection between immigration and the development and commercialization of alternative energy technology is rarely discussed. Policymakers envision millions of new jobs as the nation pursues renewable energy sources, like wind and solar power, and builds a smart grid to tap it. But Dan Arvizu, the leading expert on solar power and the director of the National Renewable Energy Laboratory of the U.S. Department of Energy in Golden, Colorado, warns that much of the clean-technology talent lies overseas, in nations that began pursuing alternative energy sources decades ago. Expanding our own clean-tech industry will require working closely with foreign nations and foreign-born scientists, he said. Immigration restrictions are making collaboration difficult. His lab’s efforts to work with a Chinese energy lab, for example, were stalled due to U.S. immigration barriers. “We can’t get researchers over here,” Arvizu, the son of a once-undocumented immigrant from Mexico, said in an interview in March 2009, his voice tinged with dismay. “It makes no sense to me. We need a much more enlightened approach.” Dr. Zhao Gang, the Vice Director of the Renewable Energy and New Energy International Cooperation Planning Office of the Ministry of Science and Technology in China, says that America needs that enlightenment fast. “The Chinese government continues to impress upon the Obama administration that immigration restrictions are creating major impediments to U.S.-China collaboration on clean energy development,” he said during a recent speech in Cleveland. So what’s the problem? Some of it can be attributed to national security restrictions that impede international collaboration on clean energy. But Arvizu places greater weight on immigration barriers, suggesting that national secrecy is less important in the fast-paced world of green-tech development. “We are innovating so fast here, what we do today is often outdated tomorrow. Finding solutions to alternative energy is a complex, global problem that requires global teamwork,” he said. We need an immigration system that prioritizes the attraction and retention of scarce, high-end talent needed to invent and commercialize alternative energy technology and other emerging technologies. One idea we floated by Arvizu was a new immigrant “Energy Scientist Visa,” providing fast-track green cards for Ph.D.s with the most promising energy research, as reviewed by a panel of top U.S. scientists. Arvizu enthusiastically responded, “Wow, that’s a brilliant idea.” As the recent submission of the Startup Visa Act bill suggests, there’s really no shortage of good ideas of leveraging immigration to jumpstart the economy. The challenge is getting the American people to understand that high-skill immigration creates jobs, that the current system is broken, and that action is required now. 

Solves econ—impact is harris and burrows

Aaron Terrazas, Migration Policy Institute, July 2011, The Economic Integration of Immigrants in the United States: Long- and Short-Term Perspectives, http://www.migrationpolicy.org/pubs/EconomicIntegration.pdf

The fate of immigrants in the United States and their integration into the labor market are impossible to separate from the state of the overall US economy and the fate of all US workers. During periods of economic expansion and relative prosperity, upward economic mobility among the native born generates opportunities for immigrants to gain a foothold in the US labor market and to gradually improve their status over time. In many respects, a growing economy during the 1990s and early 2000s provided ample opportunity for immigrants — and especially their children — to gradually improve their status over time. However, the story of immigrants’ integration into the US labor force during the years leading to the recession was also mixed: In general, the foreign born had high labor force participation, but they were also more likely to occupy low-paying jobs. The most notable advances toward economic integration occur over generations, due in large part to the openness of US educational institutions to the children of immigrants and the historic lack of employment discrimination against workers with an immigrant background. In the wake of the global economic crisis, there is substantial uncertainty regarding the future trajectory of the US economy and labor market. Most forecasts suggest that the next decade will be substantially different from the past26 and it is not clear if previous trends in immigrants’ economic integration will continue. The recession, weak recovery, and prospect of prolonged stagnation as a result of continuing high public debt, could realign the economic and social forces that have historically propelled the the less-educated labor force have been dismal for decades. In some respects, the recession accelerated these trends. While the prospect of greater demand for US manufactured goods from emerging markets might slow gradual decay of the US manufacturing industry, the outlook for the industry remains weak. Steady educational gains throughout the developing world have simultaneously increased downward wage pressure on highly skilled workers who, in the past, generated substantial secondary demand for services that immigrants often provide.

AT no heg impact

Unipolarity solves status-based great power war 

Wohlforth ‘9

William, Daniel Webster Professor of Government at Dartmouth, Daniel Webster Professor of Government B.A., International Relations, Beloit College M.A., International Relations, Yale University M.Phil., Ph.D., Political Science, Yale University, “UNIPOLARITY, STATUS COMPETITION, AND GREAT POWER WAR,” http://www.polisci.wisc.edu/Uploads/Documents/IRC/Wohlforth%20(2009).pdf, AM

The upshot is a near scholarly consensus that unpolarity’s consequences for great power conflict are indeterminate and that a power shift resulting in a return to bipolarity or multipolarity will not raise the specter of great power war. This article questions the consensus on two counts. First, I show that it depends crucially on a dubious assumption about human motivation. Prominent theories of war are based on the assumption that people are mainly motivated by the instrumental pursuit of tangible ends such as physical security and material prosperity. This is why such theories seem irrelevant to interactions among great powers in an international environment that diminishes the utility of war for the pursuit of such ends. Yet we know that people are motivated by a great many noninstrumental motives, not least by concerns regarding their social status. 3 As John Harsanyi noted, “Apart from economic payoffs, social status (social rank) seems to be the most important incentive and motivating force of social behavior.”4 This proposition rests on much firmer scientific ground now than when Harsanyi expressed it a generation ago, as cumulating research shows that humans appear to be hardwired for sensitivity to status and that relative standing is a powerful and independent motivator of behavior.5 Second, I question the dominant view that status quo evaluations are relatively independent of the distribution of capabilities. If the status of states depends in some measure on their relative capabilities, and if states derive utility from status, then different distributions of capabilities may affect levels of satisfaction, just as different income distributions may affect levels of status competition in domestic settings. 6 Building on research in psychology and sociology, I argue that even capabilities distributions among major powers foster ambiguous status hierarchies, which generate more dissatisfaction and clashes over the status quo. And the more stratified the distribution of capabilities, the less likely such status competition is. Unipolarity thus generates far fewer incentives than either bipolarity or multipolarity for direct great power positional competition over status. Elites in the other major powers continue to prefer higher status, but in a unipolar system they face comparatively weak incentives to translate that preference into costly action. And the absence of such incentives matters because social status is a positional good—something whose value depends on how much one has in relation to others.7 “If everyone has high status,” Randall Schweller notes, “no one does.”8 While one actor might increase its status, all cannot simultaneously do so. High status is thus inherently scarce, and competitions for status tend to be zero sum.9 I begin by describing the puzzles facing predominant theories that status competition might solve. Building on recent research on social identity and status seeking, I then show that under certain conditions the ways decision makers identify with the states they represent may prompt them to frame issues as positional disputes over status in a social hierarchy. I develop hypotheses that tailor this scholarship to the domain of great power politics, showing how the probability of status competition is likely to be linked to polarity. The rest of the article investigates whether there is sufficient evidence for these hypotheses to warrant further refinement and testing. I pursue this in three ways: by showing that the theory advanced here is consistent with what we know about large-scale patterns of great power conflict through history; by demonstrating that the causal mechanisms it identifies did drive relatively secure major powers to military conflict in the past (and therefore that they might do so again if the world were bipolar or multipolar); and by showing that observable evidence concerning the major powers’ identity politics and grand strategies under unipolarity are consistent with the theory’s expectations.

will pass

Passage dependent on Obama

Ronald Brownstein, National Jouranl, 1/31/13, On Immigration, What Obama Can Learn From Bush's Failed Efforts, www.nationaljournal.com/columns/political-connections/on-immigration-what-obama-can-learn-from-bush-s-failed-efforts-20130131

The prospects for major immigration reform are now the brightest in years, but for key players in Washington, a shadow still looms: the ghost of 2006. That was the last time the stars were aligned for a breakthrough. Immigration reform that included a path to citizenship for those in the United States illegally had the support of President Bush, a broad labor-business-faith coalition, and a bipartisan Senate majority. Yet that armada ultimately splintered against the stony refusal of House Republican leaders to consider a bill opposed by a majority of their majority. Any of that sound familiar? Already many of the same dynamics are developing, with President Obama stamping immigration reform as a top priority, a bipartisan Senate coalition reassembling, a broad outside alliance of support groups coalescing—and most House Republicans rejecting anything that hints at “amnesty” for illegal immigrants. Yet the contrasts between now and 2006, particularly in the political climate, are also significant. Understanding both the similarities and the differences will be critical for reform advocates if they are to avoid replicating the disappointment they suffered under Bush. Presidential interest was then, as it is now, critical in elevating immigration reform. Since his days as Texas governor, Bush had courted Hispanics, and—even during the 2000 GOP presidential primary campaign—he strikingly defended illegal immigrants as “moms and dads” trying to make a better life for their children. Together with his political “architect,” Karl Rove, Bush saw comprehensive reform that coupled a path to citizenship with tougher enforcement as an opportunity to consolidate the beachhead that allowed him to capture more than 40 percent of Hispanic voters in his 2004 reelection. But Bush largely looked away when Republicans who controlled the House channeled that impulse in a very different direction. In December 2005, they passed an enforcement-only bill drafted by Judiciary Committee Chairman Jim Sensenbrenner of Wisconsin, that, for the first time, designated all undocumented immigrants as felons. (Previously, illegal presence in the U.S. had been a civil, not criminal, violation.) Initially, debate in the GOP-controlled Senate drifted. Majority Leader Bill Frist, considering a 2008 presidential bid, pushed his own enforcement-only bill. But amid the backdrop of huge public rallies against Sensenbrenner’s proposal, Sen. Arlen Specter unexpectedly joined with three other Republicans and all eight Judiciary Committee Democrats in late March to approve a comprehensive plan, including a path to citizenship, that followed a blueprint negotiated by Sens. Edward Kennedy and John McCain. When broader Senate agreement teetered over the terms of legalization, Republican Sens. Chuck Hagel and Mel Martinez devised a compromise that divided illegal immigrants into three categories, requiring those here less than two years to leave but allowing those with deeper roots to eventually earn citizenship by paying fines and learning English. After Bush finally delivered a national address on immigration, a bill embodying that plan cleared the Senate with 62 votes, including support from 23 Republicans. House Republicans immediately signaled their disinterest by refusing to appoint a conference committee and instead scheduled hearings in border communities to highlight security lapses. “Border security reigned supreme,” recalls Ron Bonjean, the communications director for then-Speaker Dennis Hastert. “I remember being in a meeting with … the leadership where pollsters came in and said border security was the key to our reelection.” Even in 2006, something like the Senate plan likely could have attracted 218 votes in the House—but not a majority of Republicans. Faced with a collision between his two political imperatives—courting Hispanics and mobilizing conservatives—Bush blinked, allowing House leaders to replace the Senate bill with enforcement-only legislation, which he signed that fall. These choices began the GOP’s slide among Hispanics that continues unabated: Hispanic support for Republican House candidates plummeted from 44 percent in 2004 to just 29 percent in 2006, presaging Mitt Romney’s disastrous 27 percent showing among those voters in 2012. That slippage is one of the two most important differences in the political environment around immigration between 2006 and today. Back then, as Bonjean notes, hardly any House Republicans argued that the GOP needed to pass a plan attractive to minorities. But many GOP leaders now see that as self-preservation. “The political imperative has shifted the tectonic plates,” says Frank Sharry, a key player in the 2006 debate who remains central as executive director of America’s Voice, which backs full citizenship for immigrants. “Immigration was viewed as a wedge issue for Republicans in 2006. Now it’s viewed as a wedge issue for Democrats.” The “Gang of Eight” proposal released this week makes it likely that, as in 2006, the Senate will eventually pass a bipartisan immigration bill. Once again, there are probably 218 House votes for such a plan, but not a majority of the majority Republicans. That raises another key difference from 2006: Hastert faced little pressure to consider the Senate bill, because Bush bit his tongue when the speaker buried it. If House Republicans shelve another bipartisan Senate plan in 2013, they should expect much more public heat, because Obama won’t be as deferential.

Passage likely—GOP rank & file getting on board

Micah Cohen, NYTimes, 2/8/13, Signs of a Shift on Immigration Among G.O.P. Rank-and-File, fivethirtyeight.blogs.nytimes.com/2013/02/08/signs-of-a-shift-on-immigration-among-g-o-p-rank-and-file/

With notable speed after the Nov. 6 presidential election, a number of Republican politicians and opinions makers — from House Speaker John A. Boehner to the talk show host Sean Hannity — altered their positions on immigration and expressed a new openness to comprehensive reform. Since then, the push to overhaul the nation’s immigration system appears to have sustained momentum. A new ABC News/Washington Post poll found a jump in public approval of President Obama’s handling of immigration, and most recent polls have found a majority of Americans support providing immigrants who have come here illegally a pathway to United States citizenship. So, has the shift on immigration among some — but not all — Republican legislators, strategists and media personalities filtered down to rank-and-file Republicans? The polling evidence — with a few significant caveats — says “possibly, yes.” There are signs of an uptick in Republican support for a pathway to citizenship, or at least a conditional pathway to citizenship. First, the caveats. Tracking opinions on immigration policy over time is tricky because each pollster asks different questions with different options, making for apples-to-oranges comparisons. In addition, when narrowing the focus to self-identified Republicans and Republican leaners, small sample sizes and large margin of sampling errors become a problem. A typical national survey includes about 1,000 respondents, making the subsample of Republicans pretty small, usually around 200 to 300. But keeping those disclaimers in mind, the most recent polls on immigration suggest an increase in the percentage of Republicans who favor immigration reform that includes a route to United States citizenship. On average, the share of Republicans who favor providing undocumented immigrants with a path to citizenship is 48 percent among the six national polls released so far in 2013 and included in the PollingReport.com database. (The release of a CNN poll conducted Jan. 14-15 did not provide a breakdown by political party and is not included in the average). Among the six previous polls that asked about a pathway to citizenship and released results by party identification, an average of only 38 percent of Republicans favored providing a path to citizenship. Question wording has an effect here. Two of the polls that found the highest level of Republican support emphasized the requirements illegal immigrants might have to meet to become citizens. Conservative voters might be more likely to support a path to citizenship if it involves certain qualifications. For instance, a Fox News poll conducted Jan. 15-17 among registered voters found that 56 percent of Republicans said the government should “allow illegal immigrants to remain in the country and eventually qualify for U.S. citizenship, but only if they meet certain requirements like paying back taxes, learning English, and passing a background check.” And a Gallup poll released this week found that 59 percent of Republicans would vote for “a law that would allow undocumented immigrants living in the United States the chance to become legal residents or citizens if they meet certain requirements.” On the other hand, a CBS News poll of adults conducted Jan. 24-27 found that only 35 percent of Republicans said illegal immigrants currently working in the country “should be allowed to stay in their jobs and to eventually apply for U.S. citizenship.” (CBS found that 25 percent of Republicans said illegal immigrants should be able to stay as guest workers and 36 percent said they should be required to leave the United States). The apples-to-apples comparisons we have are more mixed: Republican support in the mid-January AP/GfK poll jumped to 53 percent from 31 percent in 2010. The latest ABC News/Washington Post poll moved to 42 percent Republican support for a path to citizenship from 37 percent in November 2012 (that’s inside the margin of sampling error). The CBS News poll did not move at all, finding 35 percent Republican support in both its December 2012 and late January 2013 surveys. And Quinnipiac polls, released on Thursday and in early December 2012, both found roughly 40 percent of registered Republicans support a path to citizenship and just more than 10 percent support legal status without citizenship. An uptick in Republican support for a pathway to citizenship could be statistical noise. And even if it is real, it could reverse itself. Some political science research suggests that anti-immigrant attitudes increase when immigration is in the news. But there are reasons to think that immigration, over all, has become less of a hot-button issue. A Pew study found that the number of illegal immigrants living in the United States has dropped since the 2007 push for change. Another Pew survey found that only 44 percent of Republicans see dealing with immigration as a top priority. That’s down from previous peaks of 69 percent in 2007 and 61 percent in 2011. Further polling is needed before a more concrete picture of Republican attitudes emerges. But if Republican voters have warmed to providing a conditional path to citizenship, it could increase the likelihood of an overhaul becoming law by freeing House Republicans, in particular, to back some kind of reform.

Passage isn’t guaranteed—Obama key

Bill Keller, NYTimes, 2/3/13, Selling Amnesty, www.nytimes.com/2013/02/04/opinion/keller-selling-amnesty.html?pagewanted=print

The good news is that the anti-immigration side has no lobbying equivalent of the National Rifle Association, no group with its hands so firmly on the throats of Congress that it can override public opinion. But the bill will face a reservoir of popular fear, resentment and misunderstanding. President Obama and the indefatigable Senator Charles Schumer will work the Democratic constituencies and rally public support, but the hard sell is up to a few key Republicans who understand that this is their party’s best hope of redemption with the surging Latino electorate. So far the most effective antidote to right-wing opposition has been Senator Rubio. In the days after the Gang of Eight unveiled its proposal the Floridian made the rounds of the shouting heads on the conservative media circuit, arguing the case. By the time Rubio was done, Rush Limbaugh was unconvinced but muted, and Sean Hannity, who announced after the November election that he had “evolved” on the issue, was calling it “the most thoughtful proposal that I’ve heard.” Karl Rove, another Fox talker, who tried unsuccessfully to sell immigration reform when he was President George W. Bush’s right arm, called the Senate principles “a huge step forward.” Fox pundits, perhaps mindful that their owner, Rupert Murdoch, recently came out for a path to citizenship, have avoided using the A-word to describe the latest proposals. Rubio could bolster the case for legalizing undocumented immigrants by making more of the economics. My conservative colleague David Brooks has spelled out the rosiest economic case for increased immigration, including legalization of the undocumented. I would add a point made by Gordon Hanson, who studies immigration economics at the University of California, San Diego. Hanson points out that giving the 11 million undocumented immigrants provisional legal status would greatly improve the odds that their children would become educated, productive, taxpaying members of society rather than drains on the economy. Supporters of reform are moving with unusual speed, hoping to build up momentum that will carry over to the House. They aim to get a bill through the Senate this summer, leaving much of 2013 for the House to act before representatives are completely immersed in midterm electoral politics.

AT August

Framing issue—initial bargaining determines legislative success—capital now is key

Matthew N. Beckman, UC-Irvine Professor of Political Science, 2010, Pushing the Agenda: Presidential Leadership in U.S. Lawmaking, 1953-2004, p. 53

To the cynic, meetings between White House officials and congressional leaders offer little more than pageantry - an opportunity to portray legislative work, not to do it. And, to be sure, sometimes these interbranch exchanges entail little more than pleasantries and pictures. However, many close observers of the presidential-congressional relationship have long cited prevoting bargaining across Pennsylvania Avenue as being substantively important. For example, discussing President Eisenhower's legislative record in 1953, CQ staffers issued a caveat they have often repeated in the years since: The President's leadership often was tested beyond the glare spot- lighting roll calls....Negotiations off the floor and action in commit- tee sometimes are as important as the recorded votes. (CQ Almanac 1953,77) Many a political scientist has agreed. Charles Jones (1994), for one, wrote, "However they are interpreted, roll call votes cannot be more than they are: one form of floor action on legislation .If analysts insist on scoring the president, concentrating on this stage of lawmaking can provide no more than a partial tally" (195)' And Jon Bond and Richard Fleisher (1990) note that even if they ultimately are reflected in roll-call votes, "many important decisions in Congress are made in places other than floor votes and recorded by means other than roll calls ... " (68). Still, while citing earlygame processes as being potentially important, no one has yet shown how (or when) they are, much less integrated the earlygame and endgame within a unified framework. This is what I aim to accomplish here. Specifically, let me now uncover how, in addition to the familiar endgame lobbying option, presidents may also seek to exert influence in the legislative earlygame by implementing a two-pronged approach: mobilizing leading allies and deterring leading opponents.
Specifically true for immigration—capital key to get legislation off the ground

Ted Hesson, 1/2/13, Analysis: 6 Things Obama Needs To Do for Immigration Reform, abcnews.go.com/ABC_Univision/News/things-president-obama-immigration-reform/story?id=18103115#.UOSvpG88CSo

On Sunday, President Barack Obama said that immigration reform is a "top priority" on his agenda and that he would introduce legislation in his first year. To find out what he needs to do to make reform a reality, we talked to Lynn Tramonte, the deputy director at America's Voice, a group that lobbies for immigration reform, and Muzaffar Chishti, the director of the New York office of the Migration Policy Institute, a think tank. Here's what we came up with. 1. Be a Leader During Obama's first term, bipartisan legislation never got off the ground. The president needs to do a better job leading the charge this time around, according to Chishti. "He has to make it clear that it's a high priority of his," he said. "He has to make it clear that he'll use his bully pulpit and his political muscle to make it happen, and he has to be open to using his veto power." His announcement this weekend is a step in that direction, but he needs to follow through.

AT Hirsch

Three—despite the ev’s hype, it concedes it is a real thing

Michael Hirsh, National Journal, 2/7/13, There’s No Such Thing as Political Capital, www.nationaljournal.com/magazine/there-s-no-such-thing-as-political-capital-20130207

The point is not that “political capital” is a meaningless term. Often it is a synonym for “mandate” or “momentum” in the aftermath of a decisive election—and just about every politician ever elected has tried to claim more of a mandate than he actually has. Certainly, Obama can say that because he was elected and Romney wasn’t, he has a better claim on the country’s mood and direction. Many pundits still defend political capital as a useful metaphor at least. “It’s an unquantifiable but meaningful concept,” says Norman Ornstein of the American Enterprise Institute. “You can’t really look at a president and say he’s got 37 ounces of political capital. But the fact is, it’s a concept that matters, if you have popularity and some momentum on your side.”

Four—Regardless of general capital, the plan’s energy policy is unpopular—triggers backlash and pushes immigration off the agenda—Hirsch concedes this matters even if capital isn’t true

Michael Hirsh, National Journal, 2/7/13, There’s No Such Thing as Political Capital, www.nationaljournal.com/magazine/there-s-no-such-thing-as-political-capital-20130207

Presidents are limited in what they can do by time and attention span, of course, just as much as they are by electoral balances in the House and Senate. But this, too, has nothing to do with political capital. Another well-worn meme of recent years was that Obama used up too much political capital passing the health care law in his first term. But the real problem was that the plan was unpopular, the economy was bad, and the president didn’t realize that the national mood (yes, again, the national mood) was at a tipping point against big-government intervention, with the tea-party revolt about to burst on the scene. For Americans in 2009 and 2010—haunted by too many rounds of layoffs, appalled by the Wall Street bailout, aghast at the amount of federal spending that never seemed to find its way into their pockets—government-imposed health care coverage was simply an intervention too far. So was the idea of another economic stimulus. Cue the tea party and what ensued: two titanic fights over the debt ceiling. Obama, like Bush, had settled on pushing an issue that was out of sync with the country’s mood. Unlike Bush, Obama did ultimately get his idea passed. But the bigger political problem with health care reform was that it distracted the government’s attention from other issues that people cared about more urgently, such as the need to jump-start the economy and financial reform. Various congressional staffers told me at the time that their bosses didn’t really have the time to understand how the Wall Street lobby was riddling the Dodd-Frank financial-reform legislation with loopholes. Health care was sucking all the oxygen out of the room, the aides said.

Wins don’t spillover—capital is finite and decreases—prioritizing it is key to 100-day agenda success

David Schultz, professor at Hamline University School of Business, 1/22/13, Obama's dwindling prospects in a second term, www.minnpost.com/community-voices/2013/01/obamas-dwindling-prospects-second-term

Four more years for Obama. Now what? What does Barack Obama do in his second term and what can he accomplish? Simply put, his options are limited and the prospects for major success quite limited. Presidential power is the power to persuade, as Richard Neustadt famously stated. Many factors determine presidential power and the ability to influence including personality (as James David Barber argued), attitude toward power, margin of victory, public support, support in Congress, and one’s sense of narrative or purpose. Additionally, presidential power is temporal, often greatest when one is first elected, and it is contextual, affected by competing items on an agenda. All of these factors affect the political power or capital of a president. Presidential power also is a finite and generally decreasing product. The first hundred days in office – so marked forever by FDR’s first 100 in 1933 – are usually a honeymoon period, during which presidents often get what they want. FDR gets the first New Deal, Ronald Reagan gets Kemp-Roth, George Bush in 2001 gets his tax cuts. Presidents lose political capital, support But, over time, presidents lose political capital. Presidents get distracted by world and domestic events, they lose support in Congress or among the American public, or they turn into lame ducks. This is the problem Obama now faces. Obama had a lot of political capital when sworn in as president in 2009. He won a decisive victory for change with strong approval ratings and had majorities in Congress — with eventually a filibuster margin in the Senate, when Al Franken finally took office in July. Obama used his political capital to secure a stimulus bill and then pass the Affordable Care Act. He eventually got rid of Don’t Ask, Don’t Tell and secured many other victories. But Obama was a lousy salesman, and he lost what little control of Congress that he had in the 2010 elections.

AT Keystone

Obama has capital now—he’s priced in major fights into his agenda and get immigration—plan kills his momentum 

Chris Cillizza, WaPo, 2/6/13, President Obama is enjoying a second political honeymoon. But how long will it last?, www.washingtonpost.com/blogs/the-fix/wp/2013/02/06/president-obama-is-enjoying-a-second-political-honeymoon-but-how-long-will-it-last/?print=1

President Obama is enjoying a sort of second political honeymoon in the wake of his re-election victory last November with a series of national polls showing his job approval rating climbing from the middling territory where it lagged for much of the last several years. In the latest Real Clear Politics rolling average of all national polling, Obama approval is at 52 percent while his disapproval is at 43 percent. That may not seem like much but it marks a significant improvement over where he was for much of 2010 and 2011. Here’s a look at Obama’s job approval trend line in Washington Post-ABC News polling from January 2011 until now: Judging from his actions of late — most notably his surprising confrontational (and liberal) inaugural address — President Obama is well aware of the fact that he is enjoying a polling boom at the moment. And, even Republicans are tacitly acknowledging that Obama is living in a second honeymoon period by backing down on major legislative fights like the fiscal cliff and the debt ceiling. The pertinent question then is how long it will last — and what the president can get done between now and when the good times (for him, at least) stop rolling. Gallup has done considerable work on the lengths of political honeymoons and has concluded that they ain’t what they used to be. Here’s their chart documenting the relative honeymoon lengths — as defined by a job approval rating above the 55 percent mark — of presidents in their first terms: As Gallup’s Jeffrey Jones wrote: “Only one of the last six presidents — George H.W. Bush — had a honeymoon that extended beyond his ninth month in office. Bush’s ratings actually climbed for much of his first year and a half in office as the economy remained strong, several communist regimes fell in Europe, and the U.S. military was able to capture Panamanian dictator Manuel Noriega and remove him from power.” The explanations for the shortening of presidential honeymoons vary. One theory is that modern presidents operate in a hyper-partisan world where the opposition party never rallies (or comes close to rallying) behind them. (In Gallup polling, nine of the ten most polarizing years of a presidency – as defined by the gap between presidential job approval among Democrats and job approval among Republicans — have come during the presidencies of George W. Bush and Obama.) Because of that partisan division, modern presidents’ approval ratings start at a lower high point; that means the pace at which they dip below the 56 percent “honeymoon” mark is significantly hastened. The one and only Nate Silver makes just that point when examining second term presidential honeymoons in this post and accompanying chart: Another factor contributing to the truncation of political honeymoons is that in the world of 24-hour cable networks, Twitter and the fracturing of the traditional media, the attention span of the American public is much shorter than it once was — meaning that momentum simply dies away much faster nowadays. Regardless of the reason, it’s clear that Obama has a limited time — six months perhaps? — to take legislative advantage of his second political honeymoon. He seems committed to taking on three separate and distinct fights during that time: 1) gun control 2) immigration reform 3) debt and spending. Each of those legislative scraps will shorten his honeymoon as he expends political capital to try to get what he wants out of a Congress — particularly in the House — that seems likely to be resistant.

