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Solar energy directly converts light to power 
About.com, no date

http://inventors.about.com/od/sstartinventions/a/solar_cell.htm

Definition of a Solar Cell - History of Solar Cells

A solar cell is any device that directly converts the energy in light into electrical energy through the process of photovoltaics. The development of solar cell technology begins with the 1839 research of French physicist Antoine-César Becquerel. Becquerel observed the photovoltaic effect while experimenting with a solid electrode in an electrolyte solution when he saw a voltage develope when light fell upon the electrode.
Vote negative—the aff is thermal energy which is a distinct field—explodes the research burden and doesn’t link to topic generics which crushes neg ground.
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Restrictions on production must mandate a decrease in the quantity produced

Anell 89

Chairman, WTO panel
 "To examine, in the light of the relevant GATT provisions, the matter referred to the

CONTRACTING PARTIES by the United States in document L/6445 and to make such findings as will assist the CONTRACTING PARTIES in making the recommendations or in giving the rulings provided for in Article XXIII:2." 3. On 3 April 1989, the Council was informed that agreement had been reached on the following composition of the Panel (C/164): Composition Chairman: Mr. Lars E.R. Anell Members: Mr. Hugh W. Bartlett Mrs. Carmen Luz Guarda   CANADA - IMPORT RESTRICTIONS ON ICE CREAM AND YOGHURT Report of the Panel adopted at the Forty-fifth Session of the CONTRACTING PARTIES on 5 December 1989 (L/6568 - 36S/68) 
http://www.wto.org/english/tratop_e/dispu_e/88icecrm.pdf
The United States argued that Canada had failed to demonstrate that it effectively restricted domestic production of milk. The differentiation between "fluid" and "industrial" milk was an artificial one for administrative purposes; with regard to GATT obligations, the product at issue was raw milk from the cow, regardless of what further use was made of it. The use of the word "permitted" in Article XI:2(c)(i) required that there be a limitation on the total quantity of milk that domestic producers were authorized or allowed to produce or sell. The provincial controls on fluid milk did not restrict the quantities permitted to be produced; rather dairy farmers could produce and market as much milk as could be sold as beverage milk or table cream. There were no penalties for delivering more than a farmer's fluid milk quota, it was only if deliveries exceeded actual fluid milk usage or sales that it counted against his industrial milk quota. At least one province did not participate in this voluntary system, and another province had considered leaving it. Furthermore, Canada did not even prohibit the production or sale of milk that exceeded the Market Share Quota. The method used to calculate direct support payments on within-quota deliveries assured that most dairy farmers would completely recover all of their fixed and variable costs on their within-quota deliveries. The farmer was permitted to produce and market milk in excess of the quota, and perhaps had an economic incentive to do so. 27. The United States noted that in the past six years total industrial milk production had consistently exceeded the established Market Sharing Quota, and concluded that the Canadian system was a regulation of production but not a restriction of production. Proposals to amend Article XI:2(c)(i) to replace the word "restrict" with "regulate" had been defeated; what was required was the reduction of production. The results of the econometric analyses cited by Canada provided no indication of what would happen to milk production in the absence not only of the production quotas, but also of the accompanying high price guarantees which operated as incentives to produce. According to the official publication of the Canadian Dairy Commission, a key element of Canada's national dairy policy was to promote self-sufficiency in milk production. The effectiveness of the government supply controls had to be compared to what the situation would be in the absence of all government measures. 

The plan changes how energy is produced, rather than restricting how much is produced

Vote negative—

limits

Doub 76

 Energy Regulation: A Quagmire for Energy Policy

Annual Review of Energy

Vol. 1: 715-725 (Volume publication date November 1976)

DOI: 10.1146/annurev.eg.01.110176.003435LeBoeuf, Lamb, Leiby & MacRae, 1757 N Street NW, Washington, DC 20036 
http://0-www.annualreviews.org.library.lausys.georgetown.edu/doi/pdf/10.1146/annurev.eg.01.110176.003435
 Mr. Doub is a principal in the law firm of Doub and Muntzing, which he formed in 1977. Previously he was a partner in the law firm of LeBoeuf, Lamb, Leiby and MacRae. He was a member of the U.S. Atomic Energy Commission in 1971 - 1974. He served as a member of the Executive Advisory Committee to the Federal Power Commission in 1968 - 1971 and was appointed by the President of the United States to the President's Air Quality Advisory Board in 1970.  He is a member of the American Bar Association, Maryland State Bar Association, and Federal Bar Association. He is immediate past Chairman of the U.S. National Committee of the World Energy Conference and a member of the Atomic Industrial Forum. He currently serves as a member of the nuclear export policy committees of both the Atomic Industrial Forum and the American Nuclear Energy Council.  Mr. Doub graduated from Washington and Jefferson College (B.A., 1953) and the University of Maryland School of Law in 1956. He is married, has two children, and resides in Potomac, Md. He was born September 3, 1931, in Cumberland, Md. 

FERS began with the recognition that federal energy policy must result from concerted efforts in all areas dealing with energy, not the least of which was the manner in which energy is regulated by the federal government. Energy selfsufficiency is improbable, if not impossible, without sensible regulatory processes, and effective regulation is necessary for public confidence. Thus, the President directed that "a comprehensive study be undertaken, in full consultation with Congress, to determine the best way to organize all energy-related regulatory activities of the government." An interagency task force was formed to study this question. With 19 different federal departments and agencies contributing, the task force spent seven months deciphering the present organizational makeup of the federal energy regulatory system, studying the need for organizational improvement, and evaluating alternatives. More than 40 agencies were found to be involved with making regulatory decisions on energy. Although only a few deal exclusively with energy, most of the 40 could significantly affect the availability and/or cost of energy. For example, in the field of gas transmission, there are five federal agencies that must act on siting and land-use issues, seven on emission and effluent issues, five on public safety issues, and one on worker health and safety issues-all before an onshore gas pipeline can be built. The complexity of energy regulation is also illustrated by the case of Standard Oil Company (Indiana), which reportedly must file about 1000 reports a year with 35 different federal agencies. Unfortunately, this example is the rule rather than the exception. 
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http://www.indiankanoon.org/doc/437310/
 Supreme Court of India Union Of India & Ors vs M/S. Asian Food Industries on 7 November, 2006 Author: S.B. Sinha Bench: S Sinha, Mark, E Katju  CASE NO.:  Writ Petition (civil) 4695 of 2006  PETITIONER:  Union of India & Ors.  RESPONDENT:  M/s. Asian Food Industries  DATE OF JUDGMENT: 07/11/2006  BENCH:  S.B. Sinha & Markandey Katju  JUDGMENT:  J U D G M E N T  [Arising out of S.L.P. (Civil) No. 17008 of 2006] WITH  CIVIL APPEAL NO. 4696 OF 2006 [Arising out of S.L.P. (Civil) No. 17558 of 2006]  S.B. SINHA, J :  

 We may, however, notice that this Court in State of U.P. and Others v. M/s. Hindustan Aluminium Corpn. and others [AIR 1979 SC 1459] stated the law thus:

"It appears that a distinction between regulation and restriction or prohibition has always been drawn, ever since Municipal Corporation of the City of Toronto v. Virgo. Regulation promotes the freedom or the facility which is required to be regulated in the interest of all concerned, whereas prohibition obstructs or shuts off, or denies it to those to whom it is applied. The Oxford English Dictionary does not define regulate to include prohibition so that if it had been the intention to prohibit the supply, distribution, consumption or use of energy, the legislature would not have contented itself with the use of the word regulating without using the word prohibiting or some such word, to bring out that effect." 
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The logic of the 1AC is predicated on simulated energy scenario planning—this mode of forecasting expresses a set of historically contingent social choices, not accurate models 

Labban 12

Preempting Possibility: Critical Assessment of the IEA's World Energy Outlook 2010

(e-mail: labban@rci.rutgers.edu) is visiting assistant professor of Geography at Rutgers University, Lucy Stone Hall, 54 Joyce Kilmer Ave, Piscataway, NJ 08854. His research interests include critical theory, political economy, development, energy, petroleum, geopolitics, international law, and finance. He is the author of Space, Oil and Capital (Routledge, 2008).

THINKING THE (NOT) UNTHINKABLE: FORECASTING AS DESIRING
Growing uncertainty about energy markets following the crises of the 1970s boosted long-term energy forecasting as a planning device to prepare for an increasingly unpredictable future, on one hand, and as a techno-scientific (read: politically neutral and respectable) support for public policies ostensibly aimed at increasing energy security and environmental protection, on the other. Long-range forecasts, however, have invariably failed to produce accurate predictions about all aspects of energy markets: primary energy supplies, energy substitutions, the relative shares of different fuels in the energy mix, aggregate and sectoral energy demand, as well as carbon emissions.6 Because they rely on trend projections, forecasts also rely on an assumption that the future is a smooth, gradual extension of the present at a constant rate with no structural changes or major interruptions or aberrations. They also rely on empirical correlation rather than causality and cannot therefore explain underlying forces that drive demand, price, etc. Thus forecasts cannot predict a future that looks very different from the present, let alone explain how possible futures might unfold, which makes them useful only in short-term, business-as-usual projections. Because of such inherent limitations, which prevent forecasts from accurately predicting long-term technical developments, capital markets and investment climates, let alone even more unpredictable processes such as government policies and geopolitical conflict, energy analysts, including the economists at the IEA, have shifted from long-range predictive forecasts towards more normative scenario building in the analysis of long-range energy-related developments. This technical move has a political dimension that is worth pondering in order to shed critical light on the significance of the WEO 2010 scenarios. Scenario analysis has its origins in corporate and military strategic planning.7 It was developed by Herman Kahn at the RAND corporation in the 1950s — to help the US Air Force think about ‘the unthinkable’— and pioneered by Shell in the early 1960s, initially as an internal communications vehicle, to help the company respond more readily to unexpected developments in energy markets that might affect the price of oil. Whereas forecasts predict what is most likely to happen in the future given current trends and projections, scenarios contemplate what is possible if certain choices are made from within a hypothetical range of possibilities which typically includes a reference case describing what would happen if no action is taken to alter the existing state of affairs in any fundamental manner. For this reason, scenarios not only describe hypothetical futures but must also prescribe pathways and roadmaps, policies and actions, and identify ways and means to arrive at a desirable future and avoid undesirable fate. Unlike forecasts, in which the future is determined by projections of current trends, scenarios assume a less deterministic development that allows subjects to make choices and whose agency, not the correlation of empirical facts, determines possible futures. Scenarios are ‘desiring machines', to borrow a term from Deleuze and Guattari (1983): at the same time that they produce the desired future, they also produce the subject and mechanism by which to actualize it. This occasionally operates in the form of blackmail: coercing action in the present by showing the dire consequences of not acting. Despite obvious differences and assertions to the contrary, energy scenarios are one type of predictive forecast which, however, does not treat current circumstances and trends as immutable, therefore allowing itself flexibility in projecting into the future (and an about-face if the future turns out differently) in order to effect change in the present. For one, energy scenarios rely on forecasts about economic growth, population growth, energy demand, production and generation capacities, prices and costs, etc., hence the possibilities they construct are based on a set of predictions. Also, forecasting is often negatively implicit in scenario analysis. The authors of WEO 2010, as of other Outlooks, are adamant that their scenarios are not forecasts. Yet, all three WEO 2010 scenarios are forecasts about the state of the global economy in that they assume continued economic growth. They also assert that no matter what it will look like, the future is certainly not going to look like the present because WEO 2010 predicts that governments will act on their policy promises, no matter how weakly, and in predictable manner: ‘it is certain that energy and climate policies in many — if not most — countries will change, possibly in the way we assume in the New Policies Scenario’ (p. 62). Thus, eliminating the abominable which is also impossible, WEO 2010 scenarios lay out two alternative futures that differ only quantitatively — one desirable, the other ‘realistic’, or likely. The possible becomes what ensues from action according to the scenario's prescriptions or from absolute lack of action and this is effected by actualizing future events and processes that may or may not occur, depending on what course of action governments take or fail to take in the present. Scenarios limit what is possible to what is desirable for their authors, or to its exact opposite, and exclude possibilities that do not fall within this range. At the moment that scenarios produce possibilities they negate the very notion of possibility.
Simulation through scenario planning legitimizes permanent global war

Graham 11

Cities Under Siege: The New Military Urbanism Professor Stephen Graham Prof of Cities & Society, Newcastle University

Meanwhile, within the US, dozens of physical simulations of US city districts are joining the simulations of Arab cities. These are the places where lawenforcement and National Guard personnel practise operations against civil unrest, terrorist attack and natural disaster. 'Another architecture is rising in the expanding landscape of preparedness', notes the Center for Land Use Interpretation. 'Condensed simulacra of our existing urban environments are forming within our communities, where the first responders to emergencies, on a small or large scale, practice their craft of dealing with disaster [and where] the police contend with civil decay, robberies, hostage situations, looting, riots, and snipers'."' Military simulations are also helping to produce US cities in another, more direct, way: generating them now takes up large swaths of the US economy, especially in high-tech metropolitan areas. Many of the much-vaunted high-tech suburban hot spots that house what Richard Florida has called the 'creative class'"5 of the US - places such as Washington, DC's 'Beltway', North Carolina's 'Research Triangle', Florida's 'High Tech Corridor', or San Diego's 'clean tech cluster' - are in fact heavily sustained by the production of symbolic violence against both US central and Arab cities. Being not only the foundries of the security state but also the sites of the most militarized and corporatized research universities, these locations are where the vastly profitable and rapidly growing convergence between electronic games and military simulation is being forged. Orlando's hundred large militarysimulator firms, for example, generate about seventeen thousand jobs and are starting to overshadow even Disney as local economic drivers. Behind the blank facades and manicured lawns, thousands of software engineers and games professionals project their Orientalized electronic imaginaries onto the world through the increasingly seamless complex of military, entertainment, media and academic industries. The importance of military simulation industries is not lost on those tasked with the development of local urban economies. The municipality of Suffolk, Virginia, for instance, now proudly claims that a 'world-class cluster of "Modeling and Simulation" enterprises has taken root around the US Joint Forces Command and an Old Dominion University research center' (Figure 6.12)'16 To support further growth in these sectors, partnerships beween local governments and economic developers are springing up to determine 'how the state of Virginia could better support JFCOM [Joint Forces Command] and its mission! This economic convergence gains strength from the Virginia Modeling and Simulation Initiative (VIMSIM), which will be geared to 'stimulate development of a unique high-tech industry with multi-billion dollar revenue potential.' Already, Lockheed Martin has opened a major simulation complex in the area. 'As a growing high technology hub with proximity to major defense, homeland security and other important customer installations', Lockheed Martins CEO, Vance Cotfman, pointed out in 2003, 'Suffolk is the ideal location for our new center'."7 SELF-FULFILLING WORLDS All efforts to render politics aesthetic culminate in one thing - war."* The complex constellation of simulations of Arab and global South cities discussed here work powerfully as a collective. The various physical, electronic and blended physical-electronic manifestations operate together, as do all simulacra, by collapsing reality with artifice, so that any simple boundary between the two effectively disappears."' In keeping with what Jean Baudrillard famously stressed, it is best to consider the above simulations, not as 'copies' of the 'real' world, but as hyperreal constructions - simulations of things that don't exist - through which war and violence are constructed, legitimized, and performed. 'Simulation is no longer that of a territory, a referential being, or a substance', Baudrillard writes, 'It is the generation by models of a real without origins or reality: a hyperreal'.120 The point, then, is not that these simulations are less 'real' than the things they purportedly represent. Rather, they provide spaces through which the violence of the 'War on Terror' can be generated and performed, and which acquire their power from their radical disassociation from any meaningful connection with the real places (or, less commonly, real people) they are said to represent. In the process, these simulacra 'participate in the construction of a discourse of security which is self-fulfilling'.111 Multiple layers and circuits of simulation work collectively to evacuate the possibility of authenticating what might actually be 'real'. 'Since 9/11', writes James Der Derian, 'simulations (war games, training exercises, scenario planning, and modeling) and dissimulations (propaganda, disinformation, infowar, deceit, and lies) [have produced] a hall of mirrors, reducing the "truth" about the "Global War on Terror" to an infinite regression of representations that [defy] authentication.''22 Because the worlds of threat and risk are projected through this simulacral collective, the perpetration of state violence and colonial war emerge from the same collective as necessary, just and honourable. More simulations are rendered necessary in turn to improve the effectiveness of such violence, to tempt and train more recruits, to deal with their psychological devastation once they return home, and so on. It follows that the very notion of 'security', at least as constructed through the military simulacral collective, becomes possible only through permanent war. 'War makes security possible by creating that which is to be protected', writes Abhinava Kumar, 'and what makes war possible [is the] mechanization of soldiers, the obscuring of the enemy and the sanitisation of violence.'113 The mcdiatization of contemporary war is such that the 'fighting' of actual wars takes place as much in TV lounges, at multiplexes, and on YouTube or PlayStation screens as in the real streets and alleys of combatzone cities. As already-vague distinctions between civil and military media and technology dissolve, the military simulacral collective comes to permeate a host of media simultaneously. Previously considered to be largely distinct, multiple media domains are thus in the process of The mediatization of contemporary war is such that the fighting of actual wars takes place as much in TV lounges, at multiplexes, and on YouTube or PlayStation screens as in the real streets and alleys of combatzone cities. As already-vague distinctions between civil and military media and technology dissolve, the military simulacral collective comes to permeate a host of media simultaneously. Previously considered to be largely distinct, multiple media domains are thus in the process of fusing and interpenetrating within and through the military simulacral collective - a process at once confusing, disturbing and extremely fast moving. 'We see that various genres once thought to be discrete are forging new and strange alliances', writes Roger Stahl. As a result, 'wartime news looks like a video game; video games restage the news. Official military training simulators cross over into the commercial entertainment markets; commercial video games are made useful for military training exercises. Advertisements sell video games with patriotic rhetorics; video games arc mobilized to advertise patriotism. The business of play works closely with the military to replicate the tools of state violence; the business of state violence in turn capitalizes on playtime for institutional ends*124

Our alternative is to reject the aff’s energy scenario planning simulation. 

That opens up political space for non-preemptive methods of relating to forecasting. 

McClanahan 9

Annie Mcclanahan is a Postdoctoral Fellow at the Humanities Center at Harvard University, where she is working on a book project titled Salto Mortale: Narrative, Speculation, and the Chance of the Future.

Annie McClanahan. "Future’s Shock: Plausibility, Preemption, and the Fiction of 9/11." symploke 17.1 (2009): 41-62. Project MUSE. Web. 15 Sep. 2012. <http://muse.jhu.edu/>.

Giving substance to the abject horror of today’s preemptive post-9/11 futurity, “The Suffering Channel” reveals the perversities not simply of preemption’s effects but of its very epistemology. Preemption transforms its prophecies into self-guaranteeing prolepses in which the future is always written in advance; Wallace’s ironic mode of prolepsis, on the other hand, dislocates the position of the reading and narrating subject and destabilizes our claims of actual future knowledge. More generally, literature’s plausibility has always been determined, in a dialectical fashion, both by our anticipation of narrative closure and completion and by literature’s capacity to surprise us and to disrupt that closure—to expect the probable is ultimately to produce the conditions for the occurrence of the unlikely. In the preemptive narrative, on the contrary, statistical probability is disavowed and replaced by a self-perpetuating imagination whose effect is to transform the possible into the actual and the distant into the immediate. The imagined future turns out to be the result of its ostensible prediction. In this way, the future is unmoored from history, denied the contingency of the yet-to-come. Wallace’s story also shows that while it is wrong to call 9/11 constitutively unforeseeable, it is equally mistaken to view such events as easily, materially predictable. These views are really two sides of the same coin: the latter is a reaction to the void left by the former, a fantasy born of an experience of inevitability that only ever emerges after the fact. The preemptive conception of the future, we must acknowledge, is also not yet a relic of the post-9/11 “past.” Despite the opportunity offered by the changing presidential administration to “seize” a very different kind of moment, President Obama has not rescinded the doctrine of preemption, nor does he seem likely to.15 But this merely confirms what I have thus far tried to argue, namely that the doctrine of preemption is not an isolated legal episode that can be so easily reversed and set to rights. It is, on the contrary, the realization of a philosophy of the future tied to decades of imbricated economic and political interests, bursting into public discourse as a way to capitalize on confused notions about 9/11 as a historical event. If 9/11 really [End Page 59] “repeats” the end of history as has been recently claimed, it does so by serving as the grounds for legally codifying the foreclosure of radically uncertain and transformative futures.16 Scenario thinkers’ assertion that the past no longer provides a model for the future now underwrites the rhetoric of financial bubbles as much as it provides the justification for new models of prediction: in both, the future is removed from the vicissitudes of historical determination and reimagined as a static, reproducible image of endless accumulation. In place of risk management, the preemptive philosophy of history preaches risk exploitation, through which contingency itself can be instrumentalized in the name of a moment’s opportunity: threat or uncertainty can just as easily justify military strike as be monetized into a credit default swap. It has long been an axiom of Marxist or utopian political thought that to transform our historical situation, we must be able to imagine a radically different future. The perverse predictions that define our current historical moment now ensure that a truly revolutionary act of imagination can only begin by intervening in the futurity of our present.17
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Immigration reform passes now but it can be derailed. 
Julian Zelizer, CNN Contributor, Ph.D, Princeton University History and Public Affairs Professor, 3/25/13, Seize the immigration deal, www.cnn.com/2013/03/25/opinion/zelizer-immigration-reform/index.html

The stars seem to be aligning for immigration reform. The election of 2012 scared many Republicans into thinking that their increasingly hardline stance on immigration is cutting against big demographic changes. These Republicans fear that they might risk writing themselves off for decades to come, if the GOP loses a vital part of the electorate to Democrats. A growing number of prominent Republicans are coming out in favor of a liberalized immigration policy, including the tea party darlings Sens. Rand Paul and Marco Rubio. During a recent speech to the U.S. Hispanic Chamber of Commerce, Paul said that "immigration reform will not occur until conservative Republicans, like myself, become part of the solution." Democratic Sen. Chuck Schumer of New York announced that an eight-person bipartisan group will soon reach a deal to move forward in the Senate. So it appears that the opportunity for bold immigration reform has finally arrived. But as any observer of congressional history knows, nothing is inevitable on Capitol Hill, particularly in the current Congress, where both parties remain extremely polarized and there are high costs for bucking the party orthodoxy. What needs to happen to close a deal? It is instructive to look back at history when Congress passed two landmark civil rights measures: the Civil Rights Act of 1964 and the Voting Rights Act of 1965. Both were highly controversial; but ultimately, they went through as a result of bipartisan deals. Even though Congress is different in this era -- with both parties deeply divided internally and a closed committee system that dampens the power of party leaders to control members -- those historical struggles offer some instructive lessons for today as to how to seize a great opportunity that emerges. The news media have always been a powerful force in our society. At times, they have helped push our political system toward reform. Right now, a new generation of reporters can shine by taking on the biggest stories of the day that would have long-term impact on the direction of our country. This is what happened during the early 1960s, when a young generation of print and television reporters brought the nation vivid reports from the front lines of the civil rights struggle. In those years, reporters covered the brutal clashes that were taking place in southern cities like Birmingham and Selma, Alabama, showing the nation the reality of race relations. When presidential speechwriter Richard Goodwin watched the clashes on his television screen, he instantly understood how the media were transforming the national conversation. He noted, "For a century the violence of oppression had been hidden from the sight of white America. ... But now the simple invention of a cathode ray tube, transforming light into electrons, registering their impact on the magnetic tape, had torn the curtain away. And America didn't like what it saw." Similarly, in the new Internet age that we live in, the media can offer the nation a better understanding of the plight of immigrants who are living in this country and the kinds of problems that legislation can redress. Too often, discussions about immigration have revolved around vague and caricatured images. In the next few months, young and enterprising reporters can help politicians and voters see why the government needs to resolve this issue and how it can best do so. Another important lesson from history is the need to reach out to the other side when a rare opportunity comes along. In the civil rights debate, President Lyndon Johnson depended on the Senate minority leader, Republican Everett Dirksen of Illinois, to deliver the votes needed to end a filibuster in 1964. In order to get Dirksen on his side, Johnson told his administration team and congressional leadership to play to Dirksen's ego and sense of history. The key was to allow Dirksen to shape the bill, within certain parameters, so that he could leave his imprint on the measure. "You get in there to see Dirksen!" Johnson told Sen. Hubert Humphrey, the Democratic whip who was shepherding the bill through the Senate. "You drink with Dirksen! You talk to Dirksen! You listen to Dirksen!" Dirksen made some important changes to the bill during the negotiations but in the end, he delivered over 20 Republican votes, which killed the filibuster. Johnson got what he wanted. President Obama will need to make the same kind of moves, giving Senate Minority Leader Mitch McConnell some kind of a role so that he can buy into the legislation and win some amount of credit for producing a bill. The president will need to do the same in the House, where Speaker John Boehner will play a vital role as he tries to tame the radicals in his caucus. While giving either Republican such a role might frustrate Democrats who feel that their party is in command, the results could be powerful. Immigration rights activists can sit tight as the final months of the debate unfold. For all the talk about bipartisanship in the 1960s, the reality was that bipartisanship was often produced when legislators felt immense pressure from the grass roots. When the Senate debated the civil rights bill in a lengthy filibuster that lasted 60 days in the spring and summer of 1964, civil rights activists -- who had already forced Congress to deal with the issue through a mass march on Washington -- conducted protests in states and districts and gathered in Washington to lobby members. The immigration rights movement has been extremely effective in recent years, and now it must show its chops once again. It must also form alliances with other organizations, such as civil rights and gay rights groups, that have indicated they are willing to enter into a broader coalition to support this cause. The movement needs to work on legislators who are currently on the fence, especially Republicans who are thinking of joining Rubio, Paul and others. The key is to do this without stimulating some kind of backlash in their constituencies. The moment for an immigration deal has arrived. The political incentives for saying yes are strong in both parties, and this is an issue that needs a resolution. The key question will be whether Congress seizes this opportunity or whether partisanship paralyzes the institution once again, as it has done so many times before.

Plan derails it
Tundi Agardy, 2007. Ph.D in Biological Sciences and Masters in Marine Affairs from the University of Rhode Island. “An Ocean of Energy

There for the Taking,” World Ocean Observatory, http://www.thew2o.net/newsletter.html.

There are three factors that currently constrain us from using ocean energy to meet our needs. First is the lack of investment in researching new energy sources and technologies. Costs of developing and then utilizing these new technologies are prohibitive; investors cannot be assured of returns on investment for small scale experimental projects, but larger scale economically viable projects cannot be developed without the small scale prototypes. Few governments are progressive enough to sufficiently subsidize R&D in ocean energy technologies. And the few stalwart private sector companies who have embarked on the exploratory trail are understandably not willing to share their trade secrets with other companies or with government energy agencies. The solution thus lies in strong public private partnerships. The second obstacle is insufficient education of the public at large. For too long the people of the developed world have taken energy for granted; it is only in times of high energy costs (particularly rising costs at the fuel pump or on home heating bills) that the public is even conscious of the fact that supplying energy is a costly, and sometimes unpredictable, endeavor. The sudden surge of interest in the effects of global warming, and increasing geopolitical tensions between oil supplying and oil consuming countries has opened many people’s minds to considerations of new sources of energy, as well as to issues of energy conservation. But even those open minds have had difficulty accessing good information about the costs and benefits of ocean energy. Public education and outreach which is based on the best available science, and uninfluenced by vested economic interests or political ones, is a top priority. The last constraint is related to the first two. The public sector must find ways to increase incentives for the private sector to research and develop cost-effective and environmentally sensitive ocean energy ventures. And in order for that to happen, there needs to be political will – political will built on the realization of ocean energy potential, and political will driven by the demands of an increasingly educated and informed public. Such political will cannot blossom if politicians continue to yield to the enormous political pressure being brought down upon them by the lobbyists and spokespeople of conventional energy corporations, so developing this political will requires courage. Under the direction of good political leadership, we may soon realize the enormous potential that the oceans hold in meeting our energy needs.

That kills Obama’s immigration push

Amy Harder, National Journal, 2/6/13, In Washington, Energy and Climate Issues Get Shoved in the Closet, www.nationaljournal.com/columns/power-play/in-washington-energy-and-climate-issues-get-shoved-in-the-closet-20130206

At a news conference where TV cameras in the back were nearly stacked on top of each other, an influential bipartisan group of five senators introduced legislation late last month to overhaul the nation’s immigration system. The room was so crowded that no open seats or standing room could be found. A week later, one senator, Republican Lisa Murkowski of Alaska, was standing at the podium in the same room to unveil her energy-policy blueprint. There were several open seats and just a few cameras. At least one reporter was there to ask the senator about her position on President Obama’s choice for Defense secretary, former Republican Sen. Chuck Hagel. “I’m doing energy right now,” Murkowski responded. “I’m focused on that.” Almost everyone else on Capitol Hill is focused on something else. Aside from the broad fiscal issues, Congress and the president are galvanizing around immigration reform. Four years ago, the White House prioritized health care reform above comprehensive climate-change legislation. The former will go down in history as one of Obama’s most significant accomplishments. The latter is in the perpetual position of second fiddle. “To everything,” Murkowski interjected fervently when asked by National Journal Daily whether energy and climate policy was second to other policies in Washington’s pecking order. Murkowski, ranking member of the Senate's Energy and Natural Resources Committee, said she hoped the Super Bowl blackout would help the public understand the importance of energy policy. “This issue of immigration: Why are we all focused on that? Well, it’s because the Republicans lost the election because in part we did not have the Hispanic community behind us,” Murkowski said this week. “What is it that brings about that motivation? Maybe it could be something like a gap in the Super Bowl causes the focus on energy that we need to have. I can only hope.” It will take more than hope. Elections have consequences, but so far the only kind of electoral consequence climate and energy policy has instigated is one that helped some lawmakers who supported cap-and-trade legislation to lose their seats in the 2010 midterm elections. For the pendulum to swing the other way—for lawmakers to lose their seats over not acting on climate and energy policy—seems almost unfathomable right now. Billions of dollars are invested in the fossil-fuel power plants, refineries, and pipelines that the country depends on today. The companies that own this infrastructure have a business interest in keeping things the way they are. Immigration reform doesn’t face such formidable interests invested in the status quo. “They [businesses] have employees—real, visible people—who they value and who they want to make legal as soon as possible,” said Chris Miller, who until earlier this year was the top energy and environment adviser to Senate Majority Leader Harry Reid, D-Nev. On energy and climate-change policy, Miller added, “You’re probably never going to have anything like the fence in the Southwest or the border-control issue that pushes action and debate on immigration, because climate-change impacts will likely continue to be more abstract in the public's mind until those impacts are so crystal-clear it’s too late for us to do anything.” Another, tactical reason helps build momentum on immigration and not on other issues. Obama can capitalize on immigration as it becomes more of a wedge issue within the GOP. On energy and climate policy, Obama faces a unified Republican Party. “The president has cracked the code on how to push his agenda items through. He learned from his victories on the payroll tax and the fiscal cliff that the key is to stake out the political high ground on issues that poll in his favor while exploiting the divisions within the GOP,” said a former Republican leadership aide who would speak only on the condition of anonymity. “With this in mind, the next logical place for him to go is immigration. Unlike issues like energy or tax reform where the GOP is united, he can claim a big win on immigration reform while striking a political blow to Republicans.”

Immigration reform necessary to sustain the economy and hegemony

Javier Palomarez, Forbes, 3/6/13, The Pent Up Entrepreneurship That Immigration Reform Would Unleash, www.forbes.com/sites/realspin/2013/03/06/the-pent-up-entrepreneurship-that-immigration-reform-would-unleash/print/
The main difference between now and 2007 is that today the role of immigrants and their many contributions to the American economy have been central in the country’s national conversation on the issue. Never before have Latinos been so central to the election of a U.S. President as in 2012. New evidence about the economic importance of immigration reform, coupled with the new political realities presented by the election, have given reform a higher likelihood of passing. As the President & CEO of the country’s largest Hispanic business association, the U.S. Hispanic Chamber of Commerce (USHCC), which advocates for the interests of over 3 million Hispanic owned businesses, I have noticed that nearly every meeting I hold with corporate leaders now involves a discussion of how and when immigration reform will pass. The USHCC has long seen comprehensive immigration reform as an economic imperative, and now the wider business community seems to be sharing our approach. It is no longer a question of whether it will pass. Out of countless conversations with business leaders in virtually every sector and every state, a consensus has emerged: our broken and outdated immigration system hinders our economy’s growth and puts America’s global leadership in jeopardy. Innovation drives the American economy, and without good ideas and skilled workers, our country won’t be able to transform industries or to lead world markets as effectively as it has done for decades. Consider some figures: Immigrant-owned firms generate an estimated $775 billion in annual revenue, $125 billion in payroll and about $100 billion in income. A study conducted by the New American Economy found that over 40 percent of Fortune 500 companies were started by immigrants or children of immigrants. Leading brands, like Google, Kohls, eBay, Pfizer, and AT&T, were founded by immigrants. Researchers at the Kauffman Foundation released a study late last year showing that from 2006 to 2012, one in four engineering and technology companies started in the U.S. had at least one foreign-born founder — in Silicon Valley it was almost half of new companies. There are an estimated 11 million undocumented workers currently in the U.S. Imagine what small business growth in the U.S. would look like if they were provided legal status, if they had an opportunity for citizenship. Without fear of deportation or prosecution, imagine the pent up entrepreneurship that could be unleashed. After all, these are people who are clearly entrepreneurial in spirit to have come here and risk all in the first place. Immigrants are twice as likely to start businesses as native-born Americans, and statistics show that most job growth comes from small businesses. While immigrants are both critically-important consumers and producers, they boost the economic well-being of native-born Americans as well. Scholars at the Brookings Institution recently described the relationship of these two groups of workers as complementary. This is because lower-skilled immigrants largely take farming and other manual, low-paid jobs that native-born workers don’t usually want. For example, when Alabama passed HB 56, an immigration law in 2012 aimed at forcing self-deportation, the state lost roughly $11 billion in economic productivity as crops were left to wither and jobs were lost. Immigration reform would also address another important angle in the debate – the need to entice high-skilled immigrants. Higher-skilled immigrants provide talent that high-tech companies often cannot locate domestically. High-tech leaders recently organized a nationwide “virtual march for immigration reform” to pressure policymakers to remove barriers that prevent them from recruiting the workers they need. Finally, and perhaps most importantly, fixing immigration makes sound fiscal sense. Economist Raul Hinojosa-Ojeda calculated in 2010 that comprehensive immigration reform would add $1.5 trillion to the country’s GDP over 10 years and add $66 billion in tax revenue – enough to fully fund the Small Business Administration and the Departments of the Treasury and Commerce for over two years. As Congress continues to wring its hands and debate the issue, lawmakers must understand what both businesses and workers already know: The American economy needs comprehensive immigration reform.

American power solves nuclear war and dampens all conflict
Barnett ‘11

Thomas, American military geostrategist and Chief Analyst at Wikistrat, “The New Rules: Leadership Fatigue Puts U.S., and Globalization, at Crossroads,” http://www.worldpoliticsreview.com/articles/8099/the-new-rules-leadership-fatigue-puts-u-s-and-globalization-at-crossroads, AM
Let me be more blunt: As the guardian of globalization, the U.S. military has been the greatest force for peace the world has ever known. Had America been removed from the global dynamics that governed the 20th century, the mass murder never would have ended. Indeed, it's entirely conceivable there would now be no identifiable human civilization left, once nuclear weapons entered the killing equation. But the world did not keep sliding down that path of perpetual war. Instead, America stepped up and changed everything by ushering in our now-perpetual great-power peace. We introduced the international liberal trade order known as globalization and played loyal Leviathan over its spread. What resulted was the collapse of empires, an explosion of democracy, the persistent spread of human rights, the liberation of women, the doubling of life expectancy, a roughly 10-fold increase in adjusted global GDP and a profound and persistent reduction in battle deaths from state-based conflicts. That is what American "hubris" actually delivered.
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The United States Federal Government should establish that the penalty for violating restrictions on Ocean Thermal Energy Conversion in the United States is entry into a Supplemental Environmental Project. 

Implementation of the Supplemental Environmental Program should nullify additional legal penalties from the violating action, and any conflicting federal laws and regulations should be modified to provide a narrow exemption for the above penalty.
CP causes the same industry response as the aff, without lifting the restriction

David Dana, Professor of Law, Boston University School of Law, 1998, ARTICLE: THE UNCERTAIN MERITS OF ENVIRONMENTAL ENFORCEMENT REFORM: THE CASE OF SUPPLEMENTAL ENVIRONMENTAL PROJECTS, 1998 Wis. L. Rev. 1181, Lexis
The previous analysis illustrates that the inclusion of SEPs in an enforcement regime may lead to negotiated settlements that cost violators substantially less than the standard monetary penalty. The particular implications of this insight for a deterrence analysis depend on whether the standard monetary penalty represents "an optimal penalty" or instead a sub- or super-optimal penalty. As a preliminary matter, a brief discussion of the concept of optimal penalty (PEN<opt>) thus may be in order. Economists typically regard the goal of an enforcement regime as the achievement of "optimal deterrence." The phrase optimal deterrence, of course, implies that absolute or complete deterrence of regulatory violations should not be the goal of an enforcement regime. Rather, the regime should act to prevent violations which will generate social costs in excess of social benefits. Conversely, of course, the regime should not discourage violations that produce net social benefits. In settings involving perfect detection and prosecution of regulatory violations by government agencies, a penalty equalling the social harm of a violation will produce optimal deterrence. Where detection and prosecution are imperfect, a penalty equalling the harm of a violation will result in underdeterrence because potential violators will discount the nominal penalty to take account of the probability that they will evade detection and/or prosecution. To achieve optimal deterrence, therefore, [*1206] nominal penalties must equal the social harm divided by the probability of detection and prosecution. The standard monetary penalty for any particular regulatory violation - the penalty that would be imposed in the absence of any SEP settlement options - logically can have only one of three relations to the optimal penalty: The standard monetary penalty can be less than the optimal penalty, equal to the optimal penalty, or greater than the optimal penalty. In all three of these cases, the introduction of SEP settlement options into an enforcement regime is troublesome from an optimal deterrence perspective. Each case will be taken in turn. 1. pen[in'mon.std'] < pen<opt> Where the standard monetary penalty is less than the optimal penalty, regulators' exclusive reliance on monetary penalties will produce underdeterrence. n77 That is, some violations will occur even though the social costs of the violations exceed the social benefits. The introduction of SEPs into such regimes will only make matters worse: SEPs will lower regulated entities' expected penalties for regulatory violations n78 and [*1207] hence produce more underdeterrence and more socially costly violations. For example, imagine that the harm from a particular regulatory violation has a dollar equivalent value of $ 400, and the perceived probability of detection is 0.1. The optimal penalty thus would be $ 400/0.1 or $ 4000. Assume, however, that the standard monetary penalty is only $ 3000 and regulated entities' expected penalty for violating the regulation is thus only $ 300. Profit-maximizing regulated entities will take the risk of violating the regulation if they expect to gain more than $ 300 by doing so. Now assume that a regulatory agency adds SEP settlements to the enforcement regime. The regulated entity in question now believes that there is a fifty percent probability that it could successfully negotiate a SEP in the event government regulators detect its regulatory noncompliance. n79 Assume also that the regulated entity estimates that the SEP discount or savings off the standard monetary penalty would be thirty-three percent, so that the expected cost of a SEP would be $ 2000. The total expected penalty thus would be 0.1[(0.5)($ 3000) + (0.5)(0.66)($ 3000)], or approximately $ 250. This reduction in the expected penalty from $ 300 to $ 250 could translate into real differences in regulated entities' behavior. Under the pre-SEP regime, regulated entities at least would avoid socially undesirable violations offering them less than $ 300 in savings. The addition of SEPs to the regime eliminates deterrence for violations offering between $ 250 and $ 300 in savings. 2. pen[in'mon.std'] = pen<opt> Where the standard monetary penalty equals the optimal penalty, the enforcement regime will achieve optimal deterrence. Regulated entities will be deterred from committing all of the potential violations that result in greater social loss than social gain, but they will not be deterred from  [*1208]  committing any potential violations that are, on net, socially beneficial. The introduction of SEPs into the penalty regime will lower expected penalties and thus produce a shift from this state of optimal deterrence to one of underdeterrence.
SEPs solve endocrine disrupters

Adams and Israel 8
Kate Adams, General Counsel of Honeywell International, a NYSE traded Fortune 100 multi-industrial company, and Brian Israel, Former Honors Trial Attorney in the Environmental Enforcement Section of the U.S. Department of Justice, 2008, Symposium: Breaking the Logjam: Environmental Reform for the New Congress and Administration: Panel VII: Managing Waste: Waste in the 21st Century: A Framework for Wiser Management, 17 N.Y.U. Envtl. L.J. 703, Lexis
The broader use of SEPs would be an important step toward wiser waste management practices. SEPs can, and should, be designed to achieve a reduction of waste generation and more sustainable waste handling practices, including with respect to recycling, energy use, air emissions, and water discharges. While a civil penalty paid to the U.S. Treasury will have no direct impact on the environment, a well-designed SEP would result in tangible and observable benefits. Moreover, SEPs encourage companies to adopt measures that go beyond compliance with existing regulations and therefore SEPs are drivers toward innovation and creativity. Here is a recent real-world example of the promise of SEPs and the problem with our current regime. In response to an alleged civil violation of an environmental statute, a company agreed not only to correct the underlying problem but also to pay a penalty in the amount of the economic benefit from the violation, which was modest. In addition, the company proposed a novel SEP to EPA that would have been in lieu of the remainder of the civil penalty. The SEP would have required the company to undertake a rigorous experiment to test a new technology for on-site regeneration of carbon, which is commonly used at Superfund sites to cleanup certain types of contamination. If successful, the technology could have significant environmental benefits since the current practice is to ship spent carbon offsite for treatment, and the associated environmental costs (including carbon dioxide emissions) with off-site regeneration are huge. Moreover, the promising technology was based upon an EPA patent! Notwithstanding the collective promise of this new approach, the technology to date has not been further developed because the incentive to do so for a single site is not present. In sum, this should have been a perfect SEP - it would further develop a technology that would potentially massively reduce the indirect environmental costs of site cleanups. The company would enjoy no financial benefit since the cost of the [*722] pilot study was the same as the penalty. Finally, the proposed SEP clearly met all of the existing guidelines for SEPs. Nonetheless, EPA rejected the proposal. EPA's rationale was that SEPs are receiving increased scrutiny from EPA headquarters and there was no appetite for fighting an uphill bureaucratic battle. In order to fully achieve the sustainability promise of SEPs, then, a legislative fix is required. Here's one possible legislative solution: modify the civil penalty regime for environmental statutes so that civil penalties can be entirely paid through SEPs, except to the extent that the violation is deemed willful and to the extent necessary to recoup any economic benefit from the violation. If the violation resulted from willful conduct, then the violator would not be able to offset the penalty though a SEP. A SEP policy such as this is an overall positive. Regulators would be able to see real environmental results from their enforcement efforts. Companies would have the same incentive to comply with the law since the monetary consequences of noncompliance would still exceed the economic benefit of the violation. Moreover, in cases where the violation resulted from willful conduct, there would be no opportunity for a SEP offset. And, most importantly, a more robust SEP policy would lead to creative, sustainable projects that would not otherwise be required by the environmental laws. Conclusion This article provides a few illustrations of a management framework that considers not only direct environmental impacts and cost effectiveness when making waste management decisions, but also indirect environmental impacts. We call this third criteria sustainability. Sustainability looks broadly at the spatial and temporal impacts associated with our products, our waste handling procedures, and our cleanup sites. We believe that this three-pronged approach could dramatically improve waste management decisions as outlined in the examples above. Of course, this framework is broadly applicable and should also apply to numerous other aspects of resource and waste management. n53 Finally, we submit that there is something significant we do not yet know about current environmental behavior and norms that will one day prove harmful. A few possibilities include nanoparticles, endocrine disrupters, or even some of the alternative energy sources currently being explored. Given our increasing ability to measure impacts and our expanding notion of up-stream and down-stream sustainability, it is a near-certainty that some activities currently presumed to be safe and effective will one day be viewed as inappropriate. Whatever the phenomenon, the lesson to be learned is that we are imperfect and evolving and will always have unpredictable impacts on our environment. Ultimately, we must be mindful of this lesson and be proactive about evaluating and reducing our footprint in the world. This is a burden that most often will fall on those engaged in production and other tangible physical activities. However, this forward looking perspective is also a critical component of a wiser waste management policy.
Extinction

SCMP, South China Morning Post, 1999, Countdown to extinction, Lexis
It sounds like second-rate science fiction, dredged from the wilder shores of radical feminist fantasy. Through a combination of environmental pollutants and genetic wrong-turns, the male of the species slowly turns into a group of useless mutants and evolutionary misfits: sterile, stunted and doomed to extinction.
While this may read like the stuff of bad Saturday matinees, a growing band of scientists believe such a scenario is not only possible, but already in its early stages.
From the beginning of this decade, a flurry of reports from around the world have pointed to a drastic decline in men's sperm counts. Some studies indicate a drop of more than 50 per cent during the past 50 years, accompanied by a surge in male genital deformities, such as undescended testicles and hypospadias, in which the urethra appears on the bottom or side of the penis.
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Oil prices stable over $100 – key to Russian stability

Adomanis 3/14

(MA-Russian and East European Studies at the University of Oxford, “Crude Oil Is Still Really Expensive, So Russia Will Probably Stay Stable,” http://www.forbes.com/sites/markadomanis/2013/03/14/crude-oil-is-still-really-expensive-so-russia-will-probably-stay-stable/)
Judah, like many Russia watchers, highlights the oil price trap as a potential downfall for Putin. As the report says: As a result, the Kremlin now must rely on a much higher oil price in order to balance its budget. In 2007, $40 a barrel would have sufﬁced. By 2012, more than $110 was required. Should the price of oil now fall for any substantial length of time, Russia could be forced to return to large scale borrowing, even cut beneﬁts or implement some form of austerity, thus undermining support for the regime in the provinces and among low-wage earners. It is ironic, but Putin’s support now depends upon the one thing he cannot control: the price of oil. I fully agree that a substantial and sustained fall in the price of oil would be pretty damaging for Putin, just as a substantial and sustained increase in the yield on Treasury Bills would be a pretty serious problem for the United States or a substantial fall in soy prices would be a serious problem for Brazil. It doesn’t take a rocket scientist to see that a substantial portion of Putin’s popularity rests on dolling out natural resource rents, and if those rents were suddenly to disappear then, yes, the Kremlin would be in real trouble. But you can look at almost any country in the world and imagine a scenario in which the increase or decrease in price of an important commodity or financial instrument would prove ruinous: they key question is how likely such a scenario is. So before we get too caught up in what might happen to Russia when oil prices decline, we should ask ourselves “how likely is it that oil prices are actually going to decline for any length of time?” Based on the available evidence I would say “extremely unlikely.” Consider the following charts. Here’s what has happened to the price for Brent crude since 1988, when Ronald Reagan was still fearlessly leading the free world to victory in the Cold War: The run-up in oil prices since 2000 doesn’t look like a temporary blip or an “accident,” it looks like increasingly expensive oil is just a fact of life for an increasingly dynamic and globalized world economy. So let’s focus on that post 2000 period, a period that, conveniently, coincides with the entirety of Vladimir Putin‘s time atop the Russian state: Since 2000, the only really noteworthy and sustained drop in world oil prices coincided with and was caused by an epochal financial crisis that very nearly crashed the entire global economy. Apart from that, oil prices have either been slowly increasing or holding steady. Indeed ever since oil prices really started to rebound towards the end of 2009 I have heard Russia watchers say “OK, oil is expensive now, and that helps Putin survive. But just wait until the price crashes, which is going to happen any day now!” They said this in 2010. They said this in 2011. They said this in 2012. And they’re saying it now in 2013. I suppose the oil price alarmists will be right at some point, we’re likely to eventually get another global recession that will crash commodity prices, but almost no one takes seriously the idea that commodities, and oil in particular, are just a lot more expensive now than they used to be and that this probably isn’t going to change any time soon. Is Russia’s over-reliance on oil a good thing, or is it somehow praiseworthy? No. If I were running the Kremlin I would be spooked by the increase in the non-oil and gas deficit and the ever rising price per barrel needed to balance the state budget. But the fact that a sustained and sharp decrease in the price of oil would be a disaster for the Kremlin doesn’t mean that such an decrease is any more likely. And if you look at the Energy Information Agency’s short-term price forecasts, the expectation in the short term is for an exceedingly gentle and gradual decline in oil prices to $108 a barrel in 2013 and $101 in 2014, while the long-term reference case is for a sustained and long-term rise in prices. Oil prices that are expected to average out at over $100 a barrel more than a year from now, and which will then begin a gradual rise, hardly seem like a harbinger of doom for the Kremlin. Perhaps I’m small-minded or unimaginative, but it’s very hard for me to conjur a scenario in which Putin’s political position is seriously threatened so long as oil is over $100 a barrel and in which the most likely scenario is for ever-rising price in the future. Could oil doom Putin? Yes. But it seems far more likely that, for better or worse, it’s going to continue to function as a crutch for Russia’s current regime.
The plan stops that

Lutz et al 12

(Bob Lutz; Frederick W. Smith, the chairman, president, and CEO of FedEx; and former U.S. Marines commandants General P.X. Kelley and General James Conway, “A Real U.S. Oil Security Strategy Would Boost Electrification Of Transport Sector” 4/15/2012, Forbes)

The United States should aggressively expand domestic oil production to strengthen the economy and improve our balance of trade. We transferred $326 billion to other countries to import oil in 2011. But even as our country produces more oil domestically and imports less from foreign sources, gasoline prices are rising to near-historic levels. Circumstances outside of the control of the United States, such as geopolitical tensions in the Middle East and rising demand from China and India, put upward pressure on oil prices throughout the world. The benefits of domestic production are substantial, yet additional initiatives will be needed to protect the nation from increasingly common oil price spikes. Rising domestic production will not shield Americans from oil price volatility. The only way to fundamentally solve this problem is to break oil’s stranglehold on the transportation sector, which accounts for 70 percent of the total oil consumed by the United States and relies on oil for 94 percent of its fuel. Of all the forms of alternative energy under development for the transportation sector in the U.S., using natural gas for heavy-duty trucks and the electrification of light-duty vehicles hold the most promise. Regarding electrification, the beauty of plug-in hybrids and pure electric vehicles like the Chevy Volt and the Nissan Leaf is that they are powered by electricity, which can be generated from many sources: nuclear, coal, natural gas, and renewables. Best yet, these are all domestic energy sources, meaning OPEC won’t be able to corner the market. And the retail price of electricity is far less volatile that the price of oil.

Causes complete Russian collapse

Whitmore 13

(Brian, Senior Correspondent in RFE/RL's Central Newsroom, covering ... security, energy and military issues and domestic developments in Russia, “After The Storm: Trends To Watch In Russia In 2013”, January 02, 2013, The Power Vertical)

It began with a roar and it ended with a whimper. As 2012 wound down in Russia, the soaring expectations for change that accompanied the civic awakening and mass protests at the year’s dawn had clearly faded. But the social, economic, and political forces that spawned them will continue to shape the landscape well into the new year. A fledgling middle class remains hungry for political change, splits still plague the ruling elite over the way forward, and a fractious opposition movement continues to struggle to find its voice. With the Kremlin unable to decisively squelch the mounting dissent and the opposition unable to topple President Vladimir Putin, Russia has entered an uneasy holding pattern that has the feel of an interlude between two epochs. "I don't think we are at the end of the Putin era, but we are at the beginning of the end," says longtime Russia-watcher Edward Lucas, international editor of the British weekly "The Economist" and author of the recently published book "Deception." With economic headwinds on the horizon, generational conflict brewing, and new political forces developing, Russian society is changing -- and changing rapidly. But the political system remains ossified. So what can we expect in 2013? Below are several trends and issues to keep an eye on in the coming year. The Oil Curse: Energy Prices And The Creaking Welfare State If 2012 was all about politics, 2013 will also be about economics. The Russian economy, the cliche goes, rests on two pillars -- oil and gas. And both will come under increasing pressure as the year unfolds. World oil prices, currently hovering between $90 and $100 per barrel, are expected to be volatile for the foreseeable future. And any sharp drop could prove catastrophic for the Russian economy. Energy experts and economists say Russia's budget will only stay balanced if oil prices remain between $100 and $110 per barrel. Five years ago, the figure needed for a balanced budget was $50 to $55.

Causes extinction
Oliker 2 
(Olga and Tanya Charlick-Paley, RAND Corporation Project Air Force, Assessing Russia’s Decline – Trends and Implications for the United States and the U.S. Air Force, RAND)
The preceding chapters have illustrated the ways in which Russia’s decline affects that country and may evolve into challenges and dangers that extend well beyond its borders. The political factors of de- cline may make Russia a less stable international actor and other factors may increase the risk of internal unrest. Together and sepa- rately, they increase the risk of conflict and the potential scope of other imaginable disasters. The trends of regionalization, particu- larly the disparate rates of economic growth among regions com- bined with the politicization of regional economic and military inter- ests, will be important to watch. The potential for locale, or possibly ethnicity, to serve as a rallying point for internal conflict is low at pre- sent, but these factors have the potential to feed into precisely the cycle of instability that political scientists have identified as making states in transition to democracy more likely to become involved in war. These factors also increase the potential for domestic turmoil, which further increases the risk of international conflict, for instance if Moscow seeks to unite a divided nation and/or demonstrate globally that its waning power remains something to be reckoned with. Given Russia’s conventional weakness, an increased risk of conflict carries with it an increased risk of nuclear weapons use, and Russia’s demographic situation increases the potential for a major epidemic with possible implications for Europe and perhaps beyond. The dangers posed by Russia’s civilian and military nuclear weapons complex, aside from the threat of nuclear weapons use, create a real risk of proliferation of weapons or weapons materials to terrorist groups, as well as perpetuating an increasing risk of accident at one of Russia’s nuclear power plants or other facilities.  These elements touch upon key security interests, thus raising serious concerns for the United States. A declining Russia increases the likelihood of conflict—internal or otherwise—and the general de- terioration that Russia has in common with “failing” states raises se- rious questions about its capacity to respond to an emerging crisis. A crisis in large, populous, and nuclear-armed Russia can easily affect the interests of the United States and its allies. In response to such a scenario, the United States, whether alone or as part of a larger coalition, could be asked to send military forces to the area in and around Russia. This chapter will explore a handful of scenarios that could call for U.S. involvement. A wide range of crisis scenarios can be reasonably extrapolated from the trends implicit in Russia’s decline. A notional list includes: • Authorized or unauthorized belligerent actions by Russian troops in trouble-prone Russian regions or in neighboring states could lead to armed conflict. • Border clashes with China in the Russian Far East or between Russia and Ukraine, the Baltic states, Kazakhstan, or another neighbor could escalate into interstate combat. • Nuclear-armed terrorists based in Russia or using weapons or materials diverted from Russian facilities could threaten Russia, Europe, Asia, or the United States. • Civil war in Russia could involve fighting near storage sites for nuclear, chemical, or biological weapons and agents, risking large-scale contamination and humanitarian disaster. • A nuclear accident at a power plant or facility could endanger life and health in Russia and neighboring states. • A chemical accident at a plant or nuclear-related facility could endanger life and health in Russia and neighboring states. • Ethnic pogroms in south Russia could force refugees into Georgia, Azerbaijan, Armenia, and/or Ukraine. Illustrative Scenarios • Economic and ethnic conflicts in Caucasus could erupt into armed clashes, which would endanger oil and gas pipelines in the region. • A massive ecological disaster such as an earthquake, famine, or epidemic could spawn refugees and spread illness and death across borders. • An increasingly criminalized Russian economy could create a safe haven for crime or even terrorist-linked groups. From this base, criminals, drug traders, and terrorists could threaten the people and economies of Europe, Asia, and the United States. • Accelerated Russian weapons and technology sales or unautho- rized diversion could foster the proliferation of weapons and weapon materials to rogue states and nonstate terrorist actors, increasing the risk of nuclear war.  This list is far from exhaustive. However significant these scenarios may be, not all are relevant to U.S. military planning. We therefore applied several criteria to the larger portfolio of potential scenarios, with an eye to identifying the most useful for a more detailed discus- sion. First, only those scenarios that involve a reasonable threat to U.S. strategic interests were considered. Second, while it is impor- tant to plan for the unexpected, it is equally crucial to understand the likelihood of various events. We thus included a range of probabili- ties but eliminated those that we considered least plausible. Third, we only chose scenarios for which the Western response would likely be military or would rely on considerable military involvement. Lastly, we wanted to select a variety of situations, ones that created differing imperatives for the U.S. government and its Air Force, rather than scenarios, which, while equal in significance, present fairly similar problems. We therefore offer the following four story- lines as illustrative, if far from exhaustive, of the types of challenges that would be presented by operations on or near Russian territory.

Solvency

OTEC too expensive and only has 3% efficiency

David E. Newton, professor of chemistry and physics at Salem State College, 2005, Bookrags, “Ocean Thermal Energy Conversion”, http://www.bookrags.com/research/ocean-thermal-energy-conversion-enve-02 , FZ
Unfortunately, many disadvantages exist also. The most important is the enormous cost of building and maintaining the mammoth structures needed for an OTEC plant. Also, the temperature differential available under even the best of conditions means that an OTEC plant will not be more than about 3% efficient.  Currently, the disadvantages of OTEC plants are so great that none has even been built. Research continues in a number of countries, but some experts believe that the low efficiency of OTEC means that this technology will never be able to compete economically with other alternative sources of energy. 
Tech and feasibility issues

Dayton 10 (Marisol, science and energy writer for Helium.com, “The advantages and disadvantages of thermal energy,” January 23, 2010, http://www.helium.com/items/1720046-pros-and-cons-of-thermal-energy-solar-energy-geothermal-energy-ocean-thermal-energy?page=2, JSkoog)

Geothermal energy refers to the heat generated within the Earth. This heat manifests itself in volcanoes, geysers, hot springs and steam. Mankind has used geothermal energy for thousands of years for heating, cooking and bathing, and hundreds of geothermal power plants across the globe now generate electricity for nearby homes and businesses. Geothermal energy is renewable and provides a continuous power source. It is approximately 97% emission-free, if installed properly, making it an attractive alternative from an environmental perspective. Geothermal energy has also shown to slash energy costs significantly, by as much as 80% over fossil fuels, as well as being 48% more efficient than gas furnaces and 75% more efficient than oil furnaces. Geothermal energy, however, is only available in limited areas – where the volcanoes and hot spots are located. Many times these are located within pristine wilderness areas, raising the question of possible environmental impacts on the wildlife and flora. If installed improperly geothermal electricity generators could emit greenhouse gases. If managed properly, geothermal energy has shown itself to be an efficient and reliable fuel source. Ocean thermal involves more advanced technology and will likely require much more research and development to make it a viable fuel source. Ocean thermal uses the difference in temperature between the warm surface waters of the ocean and cold deep waters. Commonly called OTEC (ocean thermal energy conversion), this source of power exhibits great potential for generating electricity as well as for cooling. One government agency in Hawaii currently air-conditions their building using OTEC technology and cold water from 3,000 feet deep. OTEC, however, has not been commercialized yet. There are still several issues that need to be worked out. The main obstacle is feasibility. There are only a few hundred sites worldwide where the ocean is deep enough for OTEC to function and close enough to land to make it feasible to generate electricity in that location. There are also environmental concerns, as well as concerns for marine life becoming trapped in the tubes that transfer water from the deep to the shallows. And as with any object that will be subjected to the power of water and the ocean, the devices used must be able to withstand the ocean’s pounding and the corrosive effects of continued immersion in salt water. With so much potential, however, this is a technology that should continue to be pursued. Most people call solar thermal energy solar power. Solar power has been in use for centuries, with solar cells used in hundreds of applications, from calculators to solar farms that generate electricity. This form of generating electricity can be used anywhere on Earth, even in sub-zero temperatures. Solar collectors have been used privately in homes for decades to heat water as well as the home’s ambient temperature. As the producer of our greatest source of heat, the sun holds great potential for future energy independence from non-renewable energy sources. Thermal energy exhibits one of the greatest potentials of all alternative fuel options. Continued research and development will enhance the current technologies and bring to the world cost-savings and efficiency worth waiting for. 

Gets wrecked by natural disasters
Friendman 6 (Becca Friedman, staff writer, 2/26/06, “An Alternative Source Heats Up: Examining the future of Ocean Thermal Energy Conversion,” Harvard Political Review Online)

Moreover, OTEC is highly vulnerable to the elements in the marine environment. Big storms or a hurricane like Katrina could completely disrupt energy production by mangling the OTEC plants. Were a country completely dependent on oceanic energy, severe weather could be debilitating. In addition, there is a risk that the salt water surrounding an OTEC plant would cause the machinery to “rust or corrode” or “fill up with seaweed or mud,” according to a National Renewable Energy Laboratory spokesman. 

Doesn’t produce enough energy

Dworsky 6 (Rick Dworsky, 6/5/06, “A warm bath of energy—ocean thermal energy conversion,” http://www.energybulletin.net/node/16811) 

Given all the fantastic promise OTEC presents, the amount of useful energy that can be obtained from each cubic meter of sea water is relatively small. The quantity of water that would have to be processed to produce a significant amount of useful energy would be enormous. Deep cold water intake tubes 11 meters (36 feet) in diameter with pumps of the same scale are proposed for 100 megawatt units. "The discharge flow from 60,000 MW (0.6 percent of present world consumption) of OTEC plants would be equivalent to the combined discharge from all rivers flowing into the Atlantic and Pacific Oceans (361,000 m3 s-1)." [3] OTEC is a technology of oceanic magnitude. To ameliorate the enormous problems of Global Warming, Peak Oil, Fresh Water, and Food supplies, we are going to need proportionally large solutions. Our task would be easier if we could reverse Human Population pressures.

Warming

CO2 key to avert the coming ice age—causes extinction

Rawls, board of directors – The Stanford Review, editor and climate science writer – Error Theory, 11/28/’8

(Alec, “An economic analysis of the external value of CO2 shows an unambiguously high positive value: we should be encouraging, not deterring, CO2 emissions,” http://errortheory.blogspot.com/2008/11/my-comment-on-epas-proposed-rulemaking.html)

1. From our current warm-earth conditions, additional greenhouse gases have little capacity to cause additional warming, but could have substantial capacity to mitigate cooling. Briefly, pretty much all the heat trapping work that CO2 can do is already being done by the CO2 already in the atmosphere, and by the much more abundant water vapor, which traps most of the wavelengths of infrared that CO2 does. The warmer the Earth is, the more water vapor there is an atmosphere, and the more irrelevant additional CO2 becomes. The situation changes dramatically as the Earth cools. A colder atmosphere does not hold as much water vapor, leaving more heat trapping work for CO2 to do. The colder the climate becomes, the more we rely on CO2 to provide the greenhouse warming that keeps the earth from becoming an ice ball. A doubling of the tiny CO2 component the atmosphere has only a tiny warming effect when the Earth is already warm, but has a magnified warming effect when the Earth turns cold. Good stuff. Sitting on what may be the brink of the next Little Ice Age, we should be trying to raise the floor on the likely cooling by pumping out CO2. In sum, CO2 presents little downside risk (only a tiny warming effect in the event that natural variation continues in the warming direction), but a relatively large upside risk (possibly significant raising of the floor on global cooling, in the event that natural variation heads in the cooling direction). 2. Warming appears to be self-limiting. Cooling is not (at least not until we are buried under mountains of ice). A couple different physical processes are at work here. Roy Spencer theorizes that the increasing efficiency of the rain cycle as temperatures warm constitutes a natural thermostat. The more efficient rain cycle means that precipitation more completely removes moisture from the air. These efficient cloudbursts open up a column of dry air in the sky through which the heat produced by precipitation (opposite of the cold produced by evaporation) escapes into space. The warmer the earth gets, the more efficient the rain cycle, the more heat gets vented through cloudbursts, making warming self-limiting. In contrast , the geological record proves that cooling is not self-limiting, as the Earth regularly descends into hundred thousand year-long ice ages. One of the lopsided mechanisms at work is the albedo effect. Cooling causes increased snow cover, which reflects away more sunlight than bare ground or open ocean does. This causes more cooling, causing snow and ice to grow still further, etcetera. What makes the albedo effect lopsided in its operation is the fact that as snow and ice descend to lower latitudes, the change in territory covered grows rapidly. Also, the lower latitudes recieve sunlight more directly than the higher latitudes do, so when sun gets reflected away from the lower latitudes, more energy is lost per square mile of snow and ice than at higher latitudes. Cooling causes snow and ice to descend towards the temperate regions, where most of the earth's landmass resides. Thus relatively direct sunlight gets bounced away from progressively larger swaths of the earth's surface, causing the marginal albedo effect to grow rapidly. By the same token, the marginal albedo effect shrinks as the earth warms. Starting from a warm period like the present, warming causes our relatively mild ice and snow coverage to retreat towards higher latitudes. The amount of territory involved keeps getting smaller, and it only recieves sunlight at a shallow angle anyway, so that the marginal decrease in albedo keeps getting smaller. 3. Specific to this point in time, the likely direction of natural temperature variation is very lopsided in the cooling direction. Solar activity was at “grand maximum” levels from 1940 to 2000, and ALL the geological evidence points to solar activity is the primary driver of global climate. (There is literally NO evidence that global climate change has EVER been driven by CO2, unless you go way back to before there was plant life to suck the CO2 out of the atmosphere. We know in theory that marginal changes in CO2 should have SOME warming effect, but they are apparently too small to detect.) From this “grand maximum” level of solar activity, there was nowhere to go but down, and if the past is any guide, that meant it was going to get cold, which is just what is happening. Since 2000 solar activity has dropped off dramatically, with the transition from solar cycle 23 to solar cycle 24 now dawdling along in an extended solar minimum. Concomitantly, global temperatures stopped rising in 1998, and fell dramatically last year. Solar cycle 24 still could fire up strong, in which case the expected global cooling could be put off, but in all likelihood it is coming. Solar activity has nowhere to go but down from its recent high levels, and all the evidence says that the result is going to be a period of global cooling. In an expected value calculation, that boost to the likelihood of cooling gets applied as a weighting factor to the extra high value of CO2 in the event of a cooling episode. Warming is more important the cooler gets, and the amount of warming work that CO2 does increase is the cooler it gets (and the less water vapor there is in the atmosphere). In short, all of these different lopsided risk profiles are getting multiplied together to create a super lopsided risk profile, where down side risks are tiny while upside risks are relatively huge. They still aren’t big, because CO2 effects in general are small. But in relative terms they are gigantic, implying that the positive net external value of CO2 is unambiguously positive. Actually there aren't ANY effects that have a negative value, given that a modicum of warming is a benefit, even if natural temperature variation is already headed in the warming direction. Unless warming has somehow gotten out of control, warming is good. The more the better. We have NEVER had too much warming. Since the claim that warming HAS somehow gotten out of control are based on the most blatant statistical fraud, is no reason to get any weight to that radical idea. Not that CO2 has to be all benefits and no costs in order for it to have been unambiguously positive value. That only requires that the benefits unambiguously outweigh the costs. The actual result is turns out to go even further. There are no costs. CO2 is nothing but benefits. And we can throw in a few more too, like the fact that CO2 is plant food. A doubling of CO2 has substantial effect positive affect on agricultural productivity. That the EPA, and governments all over the world, are looking at CO2 as a pollutant that needs to be dramatically suppressed is truly a form of madness. Disregard for truth creates divorce from reality That's the theme of this blog. Error theory examines the consequences of failure to think straight, which usually is driven, not by an inability to think straight, but from attempts to gain advantage by avoiding or suppressing inconvenient truths. The global warming alarmists are an extreme example. All of these trained climatologists (those who got their funding from Al Gore) have managed to convince themselves that human economic activity is such a threat to the environment that anything they can do to stop it, no matter how dishonest, is justified. Their conviction that shutting off the oil economy is necessary for saving the natural world natural world has nothing to do with global temperature, which was just a convenient pretext. The consequence is that by not caring about the truth, they have become divorced from reality. They are committing the greatest scientific fraud in history, and pursuing a course that is utterly destructive to both mankind and the environment. Global cooling is not just destructive to humanity, but if it proceeds very far, will dramatically shrink the planet’s living space for all of us: plants, animals and humanity. We should be doing everything we can to counter that eventuality, and one of the things we can do, which will do no harm in the event that natural variation turns in the other direction, is to keep on pumping out the CO2.

No impact – consensus

Taylor 12 (James, Forbes energy and environment writer, 3/14/2012, "Shock Poll: Meteorologists Are Global Warming Skeptics", www.forbes.com/sites/jamestaylor/2012/03/14/shock-poll-meteorologists-are-global-warming-skeptics/)
A recent survey of American Meteorological Society members shows meteorologists are skeptical that humans are causing a global warming crisis. The survey confirms what many scientists have been reporting for years; the politically focused bureaucratic leadership of many science organizations is severely out of touch with the scientists themselves regarding global warming issues. According to American Meteorological Society (AMS) data, 89% of AMS meteorologists believe global warming is happening, but only a minority (30%) is very worried about global warming. This sharp contrast between the large majority of meteorologists who believe global warming is happening and the modest minority who are nevertheless very worried about it is consistent with other scientist surveys. This contrast exposes global warming alarmists who assert that 97% of the world’s scientists agree humans are causing a global warming crisis simply because these scientists believe global warming is occurring. However, as this and other scientist surveys show, believing that some warming is occurring is not the same as believing humans are causing a worrisome crisis. Other questions solidified the meteorologists’ skepticism about humans creating a global warming crisis. For example, among those meteorologists who believe global warming is happening, only a modest majority (59%) believe humans are the primary cause. More importantly, only 38% of respondents who believe global warming is occurring say it will be very harmful during the next 100 years. With substantially fewer than half of meteorologists very worried about global warming or expecting substantial harm during the next 100 years, one has to wonder why environmental activist groups are sowing the seeds of global warming panic. Does anyone really expect our economy to be powered 100 years from now by the same energy sources we use today? Why immediately, severely, and permanently punish our economy with costly global warming restrictions when technological advances and the free market will likely address any such global warming concerns much more efficiently, economically and effectively? In another line of survey questions, 53% of respondents believe there is conflict among AMS members regarding the topic of global warming. Only 33% believe there is no conflict. Another 15% were not sure. These results provide strong refutation to the assertion that “the debate is over.” Interestingly, only 26% of respondents said the conflict among AMS members is unproductive. Overall, the survey of AMS scientists paints a very different picture than the official AMS Information Statement on Climate Change. Drafted by the AMS bureaucracy, the Information Statement leaves readers with the impression that AMS meteorologists have few doubts about humans creating a global warming crisis. The Information Statement indicates quite strongly that humans are the primary driver of global temperatures and the consequences are and will continue to be quite severe. Compare the bureaucracy’s Information Statement with the survey results of the AMS scientists themselves. Scientists who have attended the Heartland Institute’s annual International Conference on Climate Change report the same disconnect throughout their various science organizations; only a minority of scientists believes humans are causing a global warming crisis, yet the non-scientist bureaucracies publish position statements that contradict what the scientists themselves believe. Few, if any, of these organizations actually poll their members before publishing a position statement. Within this context of few actual scientist surveys, the AMS survey results are very powerful.

No oceans impact

Hofmann, Professor of Ecology, Evolution and Marine Biology – University of California Santa Barbara et al., ‘11
(Gretchen E., “High-Frequency Dynamics of Ocean pH: A Multi-Ecosystem Comparison,” PLoS ONE Vol. 6, No. 12)

Since the publication of two reports in 2005–2006 [1], [2], the drive to forecast the effects of anthropogenic ocean acidification (OA) on marine ecosystems and their resident calcifying marine organisms has resulted in a growing body of research. Numerous laboratory studies testing the effects of altered seawater chemistry (low pH, altered pCO2, and undersaturation states - Ω - for calcium carbonate polymorphs) on biogenic calcification, growth, metabolism, and development have demonstrated a range of responses in marine organisms (for reviews see [3]–[8]). However, the emerging picture of biological consequences of OA – from data gathered largely from laboratory experiments – is not currently matched by equally available environmental data that describe present-day pH exposures or the natural variation in the carbonate system experienced by most marine organisms. Although researchers have documented variability in seawater carbonate chemistry on several occasions in different marine ecosystems (e.g., [9]–[15]), this variation has been under-appreciated in these early stages of OA research. Recently, a deeper consideration of ecosystem-specific variation in seawater chemistry has emerged (e.g., [16]–[18]), one that is pertinent to the study of biological consequences of OA. Specifically, assessments of environmental heterogeneity present a nuanced complement to current laboratory experiments. The dynamics of specific natural carbonate chemistry on local scales provide critical context because outcomes of experiments on single species are used in meta-analyses to project the overall biological consequences of OA [7], [19], to forecast ecosystem-level outcomes [20], and ultimately to contribute to policy decisions [21] and the management of fisheries [22], [23]. As noted earlier [24], natural variability in pH is seldom considered when effects of ocean acidification are considered. Natural variability may occur at rates much higher than the rate at which carbon dioxide is decreasing ocean pH, about −0.0017 pH/year [25], [26]. This ambient fluctuation in pH may have a large impact on the development of resilience in marine populations, or it may combine with the steady effects of acidification to produce extreme events with large impacts [24]. In either case, understanding the environmental variability in ocean pH is essential. Although data on the natural variation in the seawater CO2 system are emerging, nearly all high-resolution (e.g. hourly) time series are based on pCO2 sensors, with comparatively few pH time series found in the literature. From a research perspective, the absence of information regarding natural pH dynamics is a critical data gap for the biological and ecological arm of the multidisciplinary investigation of OA. Our ability to understand processes ranging from physiological tolerances to local adaptation is compromised. Specifically, laboratory experiments to test tolerances are often not designed to encompass the actual habitat exposure of the organisms under study, a critical design criterion in organismal physiology that also applies to global change biology [27]–[29]. It is noted that neither pH nor pCO2 alone provide the information sufficient to fully constrain the CO2 system, and while it is preferred to measure both, the preference for measuring one over the other is evaluated on a case-by-case basis and is often dictated by the equipment available. In this light, data that reveal present-day pH dynamics in marine environments and therefore ground pH levels in CO2 perturbation experiments in an environmental context are valuable to the OA research community in two major ways. First, estimates of organismal resilience are greatly facilitated. Empiricists can contextualize lab experiments with actual environmental data, thereby improving them. Notably, the majority of manipulative laboratory experiments in OA research (including our own) have been parameterized using pCO2 levels as per the IPCC emission scenario predictions [30]. One consequence of this practice is that organisms are potentially tested outside of the current exposure across their biogeographic range, and tolerances are not bracketed appropriately. This situation may not be a lethal issue (i.e. negating all past observations in experiments where environmental context was not known); however, the lack of information about the ‘pH seascape’ may be translated through these organismal experiments in a manner that clouds the perspective of vulnerability of marine ecosystems. For example, recent data on the heterogeneity of pH in coastal waters of the Northeastern Pacific [31], [32] that are characterized by episodic upwelling has caused biologists to re-examine the physiological tolerances of organisms that live there. Specifically, resident calcifying marine invertebrates and algae are acclimatized to existing spatial and temporal heterogeneity [17], [18], and further, populations are likely adapted to local to regional differences in upwelling patterns [33]. Secondly, in addition to improving laboratory experiments, data regarding the nature of the pH seascape also facilitate hypothesis-generating science. Specifically, heterogeneity in the environment with regard to pH and pCO2 exposure may result in populations that are acclimatized to variable pH or extremes in pH. Although this process has been highlighted in thermal biology of marine invertebrates [34], such insight is not available with regard to gradients of seawater chemistry that occur on biogeographic scales. With that said, recent field studies have demonstrated that natural variation in seawater chemistry does influence organismal abundance and distribution [16], [35], [36]. With our newfound access to pH time series data, we can begin to explore the biophysical link between environmental seawater chemistry and resilience to baseline shifts in pH regimes, to identify at-risk populations as well as tolerant ones. Additionally, the use of sensors in the field can identify hidden patterns in the CO2 system, revealing areas that are refugia to acidification or carbonate undersaturation; such knowledge could enable protection, management, and remediation of critical marine habitats and populations in the future. The recent development of sensors for in situ measurements of seawater pH [37], [38] has resulted in the ability to record pH more readily in the field in a manner that can support biological and ecological research. Since 2009, the Martz lab (SIO) has constructed 52 “SeaFET” pH sensors for 13 different collaborators (see http://martzlab.ucsd.edu) working in a broad range of settings. Using subsamples of data from many of these sensors, here we examine signatures of pH heterogeneity, presenting time series snapshots of sea-surface pH (upper 10 m) at 15 locations, spanning various overlapping habitat classifications including polar, temperate, tropical, open ocean, coastal, upwelling, estuarine, kelp forest, coral reef, pelagic, benthic, and extreme. Naturally, at many sites, multiple habitat classifications will apply. Characteristic patterns observed in the 30-day snapshots provide biome-specific pH signatures. This comparative dataset highlights the heterogeneity of present-day pH among marine ecosystems and underscores that contemporary marine organisms are currently exposed to different pH regimes in seawater that are not predicted until 2100. Results Overall, the patterns of pH recorded at each of the 15 deployment sites (shown in Figure 1, Table 1) were strikingly different. Figure 2 presents the temporal pattern of pH variation at each of these sites, and, for the sake of comparison, these are presented as 30-day time series “snapshots.” Note that all deployments generated >30 days of data except for sensors 3, 4, and 13, where the sensors were deliberately removed due to time constraints at the study sites. Though the patterns observed among the various marine ecosystems are driven by a variety of oceanographic forcing such as temperature, mixing, and biological activity, we do not provide a separate analysis of controlling factors on pH at each location. Each time series was accompanied by a different set of ancillary data, some rich with several co-located sensors, others devoid of co-located sensors. Given these differences in data collection across sites, here we focus on the comparative pH sensor data as a means to highlight observed pH variability and ecosystem-level differences between sites. For purposes of comparison, the metrics of variability presented here are pH minima, maxima, range, standard deviation, and rate of change (see Table 2). The rate presented in Table 2 and Figure 3 represents a mean instantaneous rate of change in pH hr−1, where a rate was calculated for each discrete time step as the absolute value of pH difference divided by the length of time between two adjacent data points. In terms of general patterns amongst the comparative datasets, the open ocean sites (CCE1 and Kingman Reef) and the Antarctic sites (Cape Evans and Cindercones) displayed the least variation in pH over the 30-day deployment period. For example, pH range fluctuated between 0.024 to 0.096 at CCE1, Kingman Reef, Cape Evans, and Cindercones (Figure 2A, B and Table 2). In distinct contrast to the stability of the open ocean and Antarctic sites, sensors at the other five site classifications (upwelling, estuarine/near-shore, coral reef, kelp forest, and extreme) captured much greater variability (pH fluctuations ranging between 0.121 to 1.430) and may provide insight towards ecosystem-specific patterns. The sites in upwelling regions (Pt. Conception and Pt. Ano Nuevo, Figure 2C), the two locations in Monterey Bay, CA (Figure 2D), and the kelp forest sites (La Jolla and Santa Barbara Mohawk Reef, Figure 2F) all exhibited large fluctuations in pH conditions (pH changes>0.25). Additionally, at these 6 sites, pH oscillated in semi-diurnal patterns, the most apparent at the estuarine sites. The pH recorded in coral reef ecosystems exhibited a distinct diel pattern characterized by relatively consistent, moderate fluctuations (0.1<pH change<0.25; Figure 2E). At the Palmyra fore reef site, pH maxima occurred in the early evening (~5:00 pm), and pH minima were recorded immediately pre-dawn (~6:30 am). On a fringing reef site in Moorea, French Polynesia, a similar diel pattern was observed, with pH maxima occurring shortly after sunset (~7:30 pm) and pH minima several hours after dawn (~10:00 am). Finally, the greatest transitions in pH over time were observed at locations termed our “Extreme” sites - a CO2 venting site in Italy (site S2 in ref. [36]) and a submarine spring site in Mexico. For these sites, the patterns were extremely variable and lacked a detectable periodicity (Figure 2G). The sites examined in this study do not comprehensively represent pH variability in coastal ecosystems, partly because we focused on surface epipelagic and shallow benthic pH variability. Many organisms that may be impacted by pH variability and ocean acidification reside at intermediate (>10 m) to abyssal depths. Notable regimes missing from Figure 2 include seasonally stratified open ocean locations that exhibit intense spring blooms; the equatorial upwelling zone; other temperate (and highly productive) Eastern Continental Boundary upwelling areas; subsurface oxygen minimum zones and seasonal dead zones; and a wide variety of unique estuarine, salt marsh, and tide pool environments. Spring bloom locations exhibit a marked increase in diel pCO2 variability during the peak bloom with a coincident drawdown similar in magnitude but opposite in sign to the upwelling signals shown in Figure 2 [39]. Equatorial upwelling locations undergo significant stochastic variability, as observed by pCO2 sensors in the TAO array (data viewable at http://www.pmel.noaa.gov/). Intertidal vegetated and tide pool habitats may exhibit major pH fluctuations due to macrophyte or animal respiratory cycles [15], while CO2 production in oxygen minimum zones can reduce pH to a limit of about 7.4 [40]. Due to local temperature differences, variable total alkalinity, and seasonal differences between deployment dates at each site, a comparison of average pH across the datasets would be somewhat misleading. However, some information can be gleaned from an examination of the averages: the overall binned average of all 15 mean values in Table 1 is 8.02±0.1. This pH value is generally in agreement with the global open ocean mean for 2010 of 8.07, a value generated by combining climatology data for temperature, salinity, phosphate, silicate [41]–[43], total alkalinity [44], and pCO2 [45] for the year 2000, corrected to 2010 using the average global rise of 1.5 µatm pCO2 yr−1. Rather than make a point-by-point comparison of the mean pH of each dataset, we focus instead on the differences in observed variability amongst the sites. For this analysis, summary statistics of the comparative datasets were ranked in order to examine the range of variability across all 15 sites (Fig. 3). Discussion Collected by 15 individual SeaFET sensors in seven types of marine habitats, data presented here highlight natural variability in seawater pH. Based on Figure 3, it is evident that regions of the ocean exhibit a continuum of pH variability. At sites in the open ocean (CCE-1), Antarctica, and Kingman reef (a coastal region in the permanently stratified open Pacific Ocean with very low residence times, and thus representative of the surrounding open ocean water), pH was very stable (SD<0.01 pH over 30 days). Elsewhere, pH was highly variable across a range of ecosystems where sensors were deployed. The salient conclusions from this comparative dataset are two-fold: (1) most non-open ocean sites are indeed characterized by natural variation in seawater chemistry that can now be revealed through continuous monitoring by autonomous instrumentation, and (2) in some cases, seawater in these sites reaches extremes in pH, sometimes daily, that are often considered to only occur in open ocean systems well into the future [46]. Admittedly, pH is only part of the story with regard to the biological impacts of OA on marine organisms. However, continuous long-term observations provided by sensors such as the SeaFET are a great first step in elucidating the biophysical link between natural variation and physiological capacity in resident marine organisms. In the end, knowledge of spatial and temporal variation in seawater chemistry is a critical resource for biological research, for aquaculture, and for management efforts. From a biological perspective, the evolutionary history of the resident organisms will greatly influence the adaptation potential of organisms in marine populations. Thus, present-day natural variation will likely shape capacity for adaptation of resident organisms, influencing the resilience of critical marine ecosystems to future anthropogenic acidification. Below we discuss the comparative SeaFET-collected data and, where applicable, the biological consequences of the temporal heterogeneity that we found in each of the marine ecosystems where sensors were deployed. As the most stable area, the open ocean behaves in a predictable way and generally adheres to global models attempting to predict future CO2 conditions based on equilibration of the surface ocean with a given atmospheric pCO2 (e.g. [47]). This can be shown with longer-term pH records obtained with SeaFET sensors, which are available at the CCE-1 mooring (Fig. 4). The ambient pH values for this open ocean location can be predicted to better than ±0.02 from the CO2-corrected climatology mentioned above; pH has dropped by about 0.015 units since 2000. At CCE-1, the annual carbonate cycle followed the sea surface temperature cycle, and pH was driven mostly by changes in the temperature dependence of CO2 system thermodynamics (Figure 4). SeaFET observations at CCE-1 agree with the climatology to +0.017±0.014 pH units, with episodic excursions from the climatology but a general return to the climatological mean. Although the annual cycle in the open ocean is somewhat predictable, it is notable that even at these seemingly stable locations, climatology-based forecasts consistently underestimate natural variability. Our observations confirm an annual mean variability in pH at CCE-1 of nearly 0.1, suggest an inter-annual variability of ~0.02 pH, and capture episodic changes that deviate from the climatology (Figure 4). Similar underestimates of CO2 variability were observed at nine other open ocean locations, where the Takahashi pCO2 climatology overlaps PMEL moorings with pCO2 sensors (not shown). Thus, on both a monthly (Fig. 2) and annual scale (Fig. 4), even the most stable open ocean sites see pH changes many times larger than the annual rate of acidification. This natural variability has prompted the suggestion that “an appropriate null hypothesis may be, until evidence is obtained to the contrary, that major biogeochemical processes in the oceans other than calcification will not be fundamentally different under future higher CO2/lower pH conditions” [24]. Similarly, the sensors deployed on the benthos in the Antarctic (Cindercones and Cape Evans, Figure 2B) recorded relatively stable pH conditions when compared to other sites in the study. Very few data exist for the Southern Ocean; however, open-water areas in this region experience a strong seasonal shift in seawater pH (~0.3–0.5 units) between austral summer and winter [48], [49] due to a decline in photosynthesis during winter and a disequilibrium of air-sea CO2 exchange due to annual surface sea ice and deep water entrainment [50]. Given the timing of deployment of our sensor in McMurdo Sound (austral spring: October–November), the sensor did not capture the change in seawater chemistry that might have occurred in the austral winter [49]. In general, due to sea ice conditions, observations from the Southern Ocean are limited, with water chemistry data falling into two categories: (1) discrete sampling events during oceanographic cruises (e.g. US Joint Global Ocean Flux Study, http://www1.whoi.edu/) and (2) single-point measurements from locations under sea ice [49], [51], [52]. Biologically speaking, the Southern Ocean is a region expected to experience acidification and undersaturated conditions earlier in time than other parts of the ocean [47], and calcifying Antarctic organisms are thought to be quite vulnerable to anthropogenic OA given the already challenging saturation states that are characteristic of cold polar waters [53]–[56]. Short-term CO2 perturbation experiments have shown that Antarctic calcifying marine invertebrates are sensitive to decreased saturation states [51], [57], although the number of species-level studies and community-level studies are very limited. The Western Antarctic Peninsula and the sub-Antarctic islands will experience pronounced increases in temperature [54] and could consequently undergo more variation and/or undersaturation given the increased potential for biological activity. Importantly, depending on the patterns of seasonally-dependent saturation state that will be revealed with improved observations [58], Antarctic organisms may experience more variation than might be expected, a situation that will influence their resilience to future acidification. Three other types of study sites – the coastal upwelling, kelp forest and estuarine/near-shore sites – all exhibited variability due to a combination of mixing, tidal excursions, biological activity, and variable residence time (Fig. 2). Although these sites are all united by fairly obvious heterogeneity in pH, organisms living in these areas encounter unique complexities in seawater chemistry that will influence their physiological response, resilience, and potential for adaptation. Typically, estuarine environments have riverine input that naturally creates very low saturation states [59]–[61]. Seawater chemistry conditions in these areas often shift dramatically, challenging biogenic calcification by resident organisms. Additionally, these species must also tolerate abiotic factors that interact with pH, such as temperature [62]. Two sensors in the Monterey Bay region, L1 (at the mouth of Elkhorn Slough) and L20 (~2 km seaward and north of L1), recorded rapid changes in pH. However, as opposed to riverine input, the low pH fluctuations observed here are likely due to isopycnal shoaling or low CO2 water that is pulsing up to the near shore on internal tides. These locations may also experience high river run-off in the rainy season, but such conditions were not reflected in the time series shown in Fig. 2. Organisms living in upwelling regions may be acclimatized and adapted to extremes in seawater chemistry; here, deep CO2-enriched waters reach the surface and may shoal onto the benthos on the continental shelf [31], [32]. Data collected from our upwelling sites support the patterns found by cruise-based investigations; pH fluctuations were often sharp, and large transitions of up to ~0.35 pH units occurred over the course of days (Fig. 2). Laboratory studies on calcifying marine invertebrates living in upwelling regions suggest that these organisms maintain function under such stochastic conditions. However, overall performance may be reduced, suggesting that these species are indeed threatened by future acidification [17], [18], [63]. For kelp forests, although there is less influence from riverine inputs, pH variation is quite dynamic at these sites in the coastal California region (Fig 2; [18]). Patterns here are likely driven by fluctuations in coastal upwelling, biological activity, currents, internal tides, seasonally shoaling isopleths, as well as the size of the kelp forest, which may influence residence times via reduced flow. Kelps may respond positively to increased availability of CO2 and HCO3−, which may allow for reduced metabolic costs and increased productivity [64]. Increased kelp production may elevate pH within the forest during periods of photosynthesis, causing wider daily fluctuations in pH, though this is speculative at this time. As a result, kelp forests, particularly those of surface canopy forming species such as Macrocystis pyrifera, may contain a greater level of spatial heterogeneity in terms of the pH environment; vertical gradients in pH may form due to enhanced levels of photosynthesis at shallower depths. Such gradients may increase the risk of low pH exposure for benthic species while buffering those found within the surface canopy. Kelp forests provide habitat to a rich diversity of organisms from a wide range of calcifying and non-calcifying taxa [65]. As with organisms from the other coastal locations (estuarine and upwelling), the biota living within kelp forest environments are most likely acclimatized to this degree of natural variation. However, continued declines in oxygenation and shoaling of hypoxic boundaries observed in recent decades in the southern California bight [66], [67] are likely accompanied by a reduction in pH and saturation state. Thus, pH exposure regimes for the coastal California region's kelp forest biota may be changing over relatively short time scales. Over longer temporal scales as pH and carbonate saturation levels decrease, the relative abundances of these species may change, with community shifts favoring non-calcified species, as exemplified by long-term studies in intertidal communities by Wootton et al. [15]. For all the marine habitats described above, one very important consideration is that the extreme range of environmental variability does not necessarily translate to extreme resistance to future OA. Instead, such a range of variation may mean that the organisms resident in tidal, estuarine, and upwelling regions are already operating at the limits of their physiological tolerances (a la the classic tolerance windows of Fox – see [68]). Thus, future acidification, whether it be atmospheric or from other sources, may drive the physiology of these organisms closer to the edges of their tolerance windows. When environmental change is layered upon their present-day range of environmental exposures, they may thereby be pushed to the “guardrails” of their tolerance [20], [68]. In contrast to more stochastic changes in pH that were observed in some sites, our coral reef locations displayed a strikingly consistent pattern of diel fluctuations over the 30-day recording period. Similar short-term pH time series with lower daily resolution [69], [70] have reported regular diel pH fluctuation correlated to changes in total alkalinity and oxygen levels. These environmental patterns of pH suggest that reef organisms may be acclimatized to consistent but moderate changes in the carbonate system. Coral reefs have been at the center of research regarding the effects of OA on marine ecosystems [71]–[73]. Along with the calcification biology of the dominant scleractinian corals and coralline algae, the biodiversity on coral reefs includes many other calcifying species that will likely be affected [74]–[77]. Across the existing datasets in tropical reef ecosystems, the biological response of calcifying species to variation in seawater chemistry is complex (see [78]) –all corals or calcifying algal species will not respond similarly, in part because these calcifying reef-builders are photo-autotrophs (or mixotrophs), with algal symbionts that complicate the physiological response of the animal to changes in seawater chemistry. Finally, the “Extreme” sites in our comparative dataset are of interest in that the low pH levels observed here represent a natural analogue to OA conditions in the future, demonstrating how the abundance and distribution of calcifying benthic organisms, as well as multi-species assemblages, can vary as a function of seawater chemistry [16], [35], [36], [79]. The variability in seawater pH was higher at both the groundwater springs off the coast of Mexico and the natural CO2 vents off the coast of Italy than at any of the other sensor locations. Offshore of Puerto Morelos, Mexico (and at other sites along the Mesoamerican Reef), natural low-saturation (Ω~0.5, pH 6.70–7.30, due to non-ventilated, high CO2, high alkalinity groundwater) submarine springs have been discharging for millennia. Here, variability in pH is due to long-term respiration driving a low ratio of alkalinity to dissolved inorganic carbon in effluent ground water. These sites provide insight into potential long-term responses of coral backreef ecosystems to low saturation conditions [79]. Unlike Puerto Morelos, the variability of pH at volcanic CO2 vents at Ischia, Italy is almost purely abiotically derived, due entirely to CO2 venting and subsequent mixing. This site in the Mediterranean Sea hosts a benthic assemblage that reflects the impacts of OA on rocky reef communities [16], [36]. Overall, the ‘extreme’ systems provide an opportunity to examine how variability in pH and extreme events (sensu [80]) affects ecological processes. Knowledge of this biophysical link is essential for forecasting ecological responses to acidification in ecosystems with sharp fluctuations in pH, such as upwelling or estuarine environments. Despite reductions in species richness, several calcifying organisms are found in low pH conditions close to the vents [16] and the springs [79]. The persistence of calcifying organisms at these extreme sites, where mean pH values are comparable to those that have reduced organism performance in laboratory experiments (i.e., pHT 7.8; reviewed in [16]), suggest that long exposures to such variability in pH, versus a consistently low-pH environment, could play an important role in regulating organism performance. Variability in pH could potentially promote acclimatization or adaptation to acidification through repeated exposure to low pH conditions [24]; alternatively, transient exposures to high pH conditions could buffer the effects of acidification by relieving physiological stress. Thus, the ecological patterns coupled with the high fluctuations in pH at the extreme sites highlight the need to consider carbonate chemistry variability in experiments and models aimed at understanding the impacts of acidification.

China outweighs and won’t be influenced by the plan

Harvey, environment reporter – the Guardian, 11/9/’11
(Fiona, http://www.guardian.co.uk/environment/2011/nov/09/fossil-fuel-infrastructure-climate-change)

Birol also warned that China – the world's biggest emitter – would have to take on a much greater role in combating climate change. For years, Chinese officials have argued that the country's emissions per capita were much lower than those of developed countries, it was not required to take such stringent action on emissions. But the IEA's analysis found that within about four years, China's per capita emissions were likely to exceed those of the EU.
In addition, by 2035 at the latest, China's cumulative emissions since 1900 are likely to exceed those of the EU, which will further weaken Beijing's argument that developed countries should take on more of the burden of emissions reduction as they carry more of the responsibility for past emissions.

In a recent interview with the Guardian recently, China's top climate change official, Xie Zhenhua, called on developing countries to take a greater part in the talks, while insisting that developed countries must sign up to a continuation of the Kyoto protocol – something only the European Union is willing to do. His words were greeted cautiously by other participants in the talks.

Continuing its gloomy outlook, the IEA report said: "There are few signs that the urgently needed change in direction in global energy trends is under way. Although the recovery in the world economy since 2009 has been uneven, and future economic prospects remain uncertain, global primary energy demand rebounded by a remarkable 5% in 2010, pushing CO2 emissions to a new high. Subsidies that encourage wasteful consumption of fossil fuels jumped to over $400bn (£250.7bn)."

Meanwhile, an "unacceptably high" number of people – about 1.3bn – still lack access to electricity. If people are to be lifted out of poverty, this must be solved – but providing people with renewable forms of energy generation is still expensive.

Charlie Kronick of Greenpeace said: "The decisions being made by politicians today risk passing a monumental carbon debt to the next generation, one for which they will pay a very heavy price. What's seriously lacking is a global plan and the political leverage to enact it. Governments have a chance to begin to turn this around when they meet in Durban later this month for the next round of global climate talks."

One close observer of the climate talks said the $400bn subsidies devoted to fossil fuels, uncovered by the IEA, were "staggering", and the way in which these subsidies distort the market presented a massive problem in encouraging the move to renewables. He added that Birol's comments, though urgent and timely, were unlikely to galvanise China and the US – the world's two biggest emittters – into action on the international stage.
"The US can't move (owing to Republican opposition) and there's no upside for China domestically in doing so. At least China is moving up the learning curve with its deployment of renewables, but it's doing so in parallel to the hugely damaging coal-fired assets that it is unlikely to ever want (to turn off in order to) to meet climate targets in years to come."

CO2 isn’t key

Watts, 25-year climate reporter, works with weather technology, weather stations, and weather data processing systems in the private sector, 7/25/’12
(Anthony, http://wattsupwiththat.com/2012/07/25/lindzen-at-sandia-national-labs-climate-models-are-flawed/)

ALBUQUERQUE, N.M. — Massachusetts Institute of Technology professor Richard Lindzen, a global warming skeptic, told about 70 Sandia researchers in June that too much is being made of climate change by researchers seeking government funding. He said their data and their methods did not support their claims. “Despite concerns over the last decades with the greenhouse process, they oversimplify the effect,” he said. “Simply cranking up CO2 [carbon dioxide] (as the culprit) is not the answer” to what causes climate change. Lindzen, the ninth speaker in Sandia’s Climate Change and National Security Speaker Series, is Alfred P. Sloan professor of meteorology in MIT’s department of earth, atmospheric and planetary sciences. He has published more than 200 scientific papers and is the lead author of Chapter 7 (“Physical Climate Processes and Feedbacks”) of the International Panel on Climate Change’s (IPCC) Third Assessment Report. He is a member of the National Academy of Sciences and a fellow of the American Geophysical Union and the American Meteorological Society. For 30 years, climate scientists have been “locked into a simple-minded identification of climate with greenhouse-gas level. … That climate should be the function of a single parameter (like CO2) has always seemed implausible. Yet an obsessive focus on such an obvious oversimplification has likely set back progress by decades,” Lindzen said. For major climates of the past, other factors were more important than carbon dioxide. Orbital variations have been shown to quantitatively account for the cycles of glaciations of the past 700,000 years, he said, and the elimination of the arctic inversion, when the polar caps were ice-free, “is likely to have been more important than CO2 for the warm episode during the Eocene 50 million years ago.” There is little evidence that changes in climate are producing extreme weather events, he said. “Even the IPCC says there is little if any evidence of this. In fact, there are important physical reasons for doubting such anticipations.” Lindzen’s views run counter to those of almost all major professional societies. For example, the American Physical Society statement of Nov. 18, 2007, read, “The evidence is incontrovertible: Global warming is occurring.” But he doesn’t feel they are necessarily right. “Why did the American Physical Society take a position?” he asked his audience. “Why did they find it compelling? They never answered.” Speaking methodically with flashes of humor — “I always feel that when the conversation turns to weather, people are bored.” — he said a basic problem with current computer climate models that show disastrous increases in temperature is that relatively small increases in atmospheric gases lead to large changes in temperatures in the models. But, he said, “predictions based on high (climate) sensitivity ran well ahead of observations.” Real-world observations do not support IPCC models, he said: “We’ve already seen almost the equivalent of a doubling of CO2 (in radiative forcing) and that has produced very little warming.” He disparaged proving the worth of models by applying their criteria to the prediction of past climatic events, saying, “The models are no more valuable than answering a test when you have the questions in advance.” Modelers, he said, merely have used aerosols as a kind of fudge factor to make their models come out right. (Aerosols are tiny particles that reflect sunlight. They are put in the air by industrial or volcanic processes and are considered a possible cause of temperature change at Earth’s surface.) Then there is the practical question of what can be done about temperature increases even if they are occurring, he said. “China, India, Korea are not going to go along with IPCC recommendations, so … the only countries punished will be those who go along with the recommendations.” He discounted mainstream opinion that climate change could hurt national security, saying that “historically there is little evidence of natural disasters leading to war, but economic conditions have proven much more serious. Almost all proposed mitigation policies lead to reduced energy availability and higher energy costs. All studies of human benefit and national security perspectives show that increased energy is important.” He showed a graph that demonstrated that more energy consumption leads to higher literacy rate, lower infant mortality and a lower number of children per woman. Given that proposed policies are unlikely to significantly influence climate and that lower energy availability could be considered a significant threat to national security, to continue with a mitigation policy that reduces available energy “would, at the least, appear to be irresponsible,” he argued. Responding to audience questions about rising temperatures, he said a 0.8 of a degree C change in temperature in 150 years is a small change. Questioned about five-, seven-, and 17-year averages that seem to show that Earth’s surface temperature is rising, he said temperatures are always fluctuating by tenths of a degree.

Natural variability explains warming trends
Idso, director of envt science – Peabody Energy, PhD Geography – ASU, Idso, professor – Maricopa County Community College, and Idso, PhD botany – ASU, ‘12
(Craig, Sherwood, and Keith, “Northern Scandinavian Temperatures: It's a Whole New Ball Game,” CO2 Science Vol. 15, No. 30, July)

In a game-changing paper published in the online version of Nature Climate Change, Esper et al. (8 July 2012) provide convincing evidence that both the Medieval and Roman Warm Periods of 1000 and 2000 years ago, respectively, were warmer than the Current Warm Period has been to date, in spite of the fact that today's atmospheric CO2 concentration is some 40% greater than it was during those two earlier periods.

In setting the stage for their paradigm-altering work, the twelve researchers - hailing from Finland, Germany, Scotland and Switzerland - write that "solar insolation changes, resulting from long-term oscillations of orbital configurations (Milankovitch, 1941), are an important driver of Holocene climate," referencing the studies of Mayewski et al. (2004) and Wanner et al. (2008). In addition, they state that this forcing has been "substantial over the past 2000 years, up to four times as large as the 1.6 W/m2 net anthropogenic forcing since 1750," as suggested by the work of Berger and Loutre (1991). And on the basis of "numerous high-latitude proxy records," as they describe it, they note that "slow orbital changes have recently been shown to gradually force boreal summer temperature cooling over the common era," citing Kaufman et al. (2009).

Fast-forwarding to the present, Esper et al. describe how they developed "a 2000-year summer temperature reconstruction based on 587 high-precision maximum latewood density (MXD) series from northern Scandinavia," which feat was accomplished "over three years using living and subfossil pine (Pinus sylvestris) trees from 14 lakes and 3 lakeshore sites above 65°N, making it not only longer but also much better replicated than any existing MXD time series." Then, after calibrating the pine MXD series against regional June-July-August mean temperature over the period 1876-2006, they obtained their final summer temperature history for the period stretching from 138 BC to AD 2006, as depicted in the graph below.

As determined from the relationship depicted in the figure above, Esper et al. calculate a long-term cooling trend of -0.31 ± 0.03°C per thousand years, which cooling they say is "missing in published tree-ring proxy records" but is "in line with coupled general circulation models (Zorita et al., 2005; Fischer and Jungclaus, 2011)," which computational results portray, as they describe it: substantial summer cooling over the past two millennia in northern boreal and Arctic latitudes.

"These findings," as the European researchers continue, "together with the missing orbital signature in published dendrochronological records, suggest that large-scale near-surface air temperature reconstructions (Mann et al., 1999; Esper et al., 2002; Frank et al., 2007; Hegerl et al., 2007; Mann et al., 2008) relying on tree-ring data may underestimate pre-instrumental temperatures including warmth during Medieval and Roman times," although they suggest that the impacts of the omitted long-term trend in basic tree-ring data may "diminish towards lower Northern Hemisphere latitudes, as the forcing and radiative feedbacks decrease towards equatorial regions."

And so it is that the question for our day ought to be: Why was much of the CO2-starved world of Medieval and Roman times decidedly warmer (by about 0.3 and 0.5°C, respectively) than it was during the peak warmth of the 20th century? Clearly, the greenhouse effect of atmospheric CO2 - if it has not been grossly over-estimated - must currently be being significantly tempered by some unappreciated CO2- and/or warming-induced negative-feedback phenomenon (possibly of biological origin) to the degree that the basic greenhouse effect of earth's rising atmospheric CO2 concentration cannot fully compensate for the decrease in solar insolation experienced over the past two millennia as a result of the "long-term oscillations of orbital configurations" cited by Esper et al. (2012).

Especially solar system dynamics

Scafetta, professor of physics – Duke, works at the Active Cavity Radiometer Irradiance Monitor Lab – Coronado, CA, ‘10

(Nicola, “Empirical evidence for a celestial origin of the climate oscillations and its implications,” Journal of Atmospheric and Solar-Terrestrial Physics Vol. 72, No. 13, p. 951–970)

On secular, millenarian and larger time scales astronomical oscillations and solar changes drive climate variations. Shaviv’s theory [2003] can explain the large 145 Myr climate oscillations during the last 600 million years. Milankovic’s theory [1941] can explain the multi-millennial climate oscillations¶ observed during the last 1000 kyr. Climate oscillations with¶ periods of 2500, 1500, and 1000 years during the last 10,000¶ year (the Holocene) are correlated to equivalent solar cycles¶ that caused the Minoan, Roman, Medieval and Modern warm¶ periods [Bond et al., 2001; Kerr, 2001]. Finally, several other¶ authors found that multisecular solar oscillations caused bisecular¶ little ice ages (for example: the Sp¨orer, Maunder, Dalton¶ minima) during the last 1000 years [for example: Eddy,¶ 1976; Eichler et al., 2009; Scafetta and West, 2007; Scafetta, 2009, 2010].

Herein, we have found empirical evidences that the climate¶ oscillations within the secular scale are very likely driven by¶ astronomical cycles, too. Cycles with periods of 10-11, 12, 15,¶ 20-22, 30 and 60 years are present in all major surface temperature¶ records since 1850, and can be easily linked to the orbits¶ of Jupiter and Saturn. The 11 and 22-year cycles are the wellknown¶ Schwabe and Hale solar cycles. Other faster cycles with¶ periods between 5 and 10 years are in common between the¶ temperature records and the astronomical cycles. Long-term¶ lunar cycles induce a 9.1-year cycle in the temperature records¶ and probably other cycles, including an 18.6-year cycle in some¶ regions [McKinnell and Crawford, 2007]. A quasi-60 year cycle¶ has been found in numerous multi-secular climatic records,¶ and it is even present in the traditional Chinese, Tibetan and¶ Tamil calendars, which are arranged in major 60-year cycles.¶ The physical mechanisms that would explain this result are¶ still unknown. Perhaps the four jovian planets modulate solar¶ activity via gravitational and magnetic forces that cause tidal¶ and angular momentum stresses on the Sun and its heliosphere.

Then, a varying Sun modulates climate, which amplifies the effects¶ of the solar input through several feedback mechanisms.¶ This phenomenon is mostly regulated by Jupiter and Saturn,¶ plus some important contribution from Neptune and Uranus,¶ which modulate a bi-secular cycle with their 172 year synodic¶ period. This interpretation is supported by the fact that the 11-¶ year solar cycles and the solar flare occurrence appear synchronized¶ to the tides generated on the Sun by Venus, Earth and¶ Jupiter [Hung, 2007]. Moreover, a 60-year cycle and other¶ planetary cycles have been found in millennial solar records¶ [Ogurtsov et al., 2002] and in the number of middle latitude¶ auroras [Komitov, 2009].

Alternatively, the planets are directly influencing the Earth’s¶ climate by modulating the orbital parameters of the Earth-Moon¶ system and of the Earth. Orbital parameters can modulate the¶ Earth’s angular momentum via gravitational tides and magnetic¶ forces. Then, these orbital oscillations are amplified by the climate¶ system through synchronization of its natural oscillators.¶ This interpretation is supported by the fact that the temperature¶ records contain a clear 9.1-year cycle, which is associated to¶ some long-term lunar tidal cycles. However, the climatic influence¶ of theMoon may be more subtle because several planetary¶ cycles are also found in the Earth-Moon system.¶ The astronomical forcings may be modulating the length¶ of the day (LOD). LOD presents a 60-year cycle that anticipates¶ the 60-year temperature cycle [Klyashtorin 2001; Klyashtorin¶ and Lyubushin, 2007, 2009; Mazzarella, 2007, 2008;¶ Sidorenkov and Wilson, 2009]. A LOD change can drive the¶ ocean oscillations by exerting some pressure on the ocean floor¶ and by modifying the Coriolis’ forces. In particular, the large¶ ocean oscillations such as the AMO and PDO oscillations are¶ likely driven by astronomical oscillations.¶ The results herein found show that the climate oscillations¶ are driven by multiple astronomical mechanisms. Indeed, the¶ planets with their movement cause the entire solar system to¶ vibrate with a set of frequencies that are closely related to the¶ orbital periods of the planets. The wobbling of the Sun around¶ the center of mass of the solar system is just the clearest manifestation¶ of these solar system vibrations and has been used¶ herein just as a proxy for studying those vibrations. The Sun,¶ the Earth-Moon system and the Earth feel these oscillations,¶ and it is reasonable that the internal physical processes of the¶ Earth and the Sun synchronize to them.

It is evident that we can still infer, by means of a detailed data¶ analysis, that the solar system likely induces the climate oscillations,¶ although the actual mechanisms that explain the observed¶ climate oscillations are still unknown. If the true climate mechanisms¶ were already known and well understood, the general¶ circulation climate models would properly reproduce the cli-¶ mate oscillations. However, we found that this is not the case.¶ For example, we showed that the GISS ModelE fails to reproduce¶ the climate oscillations at multiple time scales, including¶ the large 60-year cycle. This failure is common to all climate¶ models adopted by the IPCC [2007] as it is evident in their figures¶ 9.5 and SPM.5 that show the multi-model global average¶ simulation of surface warming. This failure indicates that the¶ models on which the IPCC’s claims are based are still incomplete¶ and possibly flawed.

The existence of a 60-year natural cycle in the climate system,¶ which is clearly proven in multiple studies and herein in¶ Figures 2, 6, 10 and 12, indicates that the AGWT promoted by¶ the IPCC [2007], which claims that 100% of the global warming¶ observed since 1970 is anthropogenic, is erroneous. In fact,¶ since 1970 a globalwarming of about 0.5 oC has been observed.¶ However, from 1970 to 2000 the 60-year natural cycle was in¶ his warming phase and has contributed no less than 0.3 oC of the¶ observed 0.5 oC warming, as Figure 10B shows. Thus, at least¶ 60% of the observed warming since 1970 has been naturally¶ induced. This leaves less than 40% of the observed warming¶ to human emissions. Consequently, the current climate models,¶ by failing to simulate the observed quasi-60 year temperature¶ cycle, have significantly overestimated the climate sensitivity¶ to anthropogenic GHG emissions by likely a factor of three.¶ Moreover, the upward trend observed in the temperature data¶ since 1900may be partially due to land change use, uncorrected¶ urban heat island effects [McKitrick andMichaels, 2007;McKitrick,¶ 2010] and to the bi-secular and millennial solar cycles¶ that reached their maxima during the last decades [Bond et al.,¶ 2001; Kerr, 2001; Eichler et al., 2009; Scafetta, 2010].
Negative feedbacks stop runaway warming
Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

According to Lindzen and Choi, all 11 models employed in the IPCC‘s analysis ―agree as to positive feedback,‖ but they find that they all disagree—and disagree ―very sharply‖—with the real-world observations that Lindzen and Choi utilized, which imply that negative feedback actually prevails. Moreover, the presence of that negative feedback reduces the CO2-induced propensity for warming to the extent that their analysis of the real-world observational data yields only a mean SST increase ―of ~0.5°C for a doubling of CO2.‖ How does one decide which of the two results is closer to the truth? Real-world data would be the obvious standard against which to compare model-derived results, but since Lindzen and Choi‘s results are indeed based on real-world measurements, the only alternative we have is to seek other real-world results. Fortunately, there are several such findings, many of which are summarized by in Idso (1998), who describes eight ―natural experiments‖ that he personally employed in prior studies to determine ―how earth‘s near-surface air temperature responds to surface radiative perturbations.‖ The eight natural experiments used by Idso were (1) the change in the air‘s water vapor content that occurs at Phoenix, Arizona with the advent of the summer monsoon, (2) the naturally occurring vertical redistribution of dust that occurs at Phoenix between summer and winter, (3) the annual cycle of surface air temperature caused by the annual cycle of solar radiation absorption at the Earth‘s surface, (4) the warming effect of the entire atmosphere caused by its mean flux of thermal radiation to the surface of the Earth, (5) the annually averaged equator-to-pole air temperature gradient that is sustained by the annually averaged equator-to-pole gradient of total surface-absorbed radiant energy, (6) the mean surface temperatures of Earth, Mars, and Venus relative to the amounts of CO2 contained in their atmospheres, (7) the paradox of the faint early sun and its implications for Earth‘s thermal history, and (8) the greenhouse effect of water vapor over the tropical oceans and its impact on sea surface temperatures. These eight analyses, in the words of Idso, ―suggest that a 300 to 600 ppm doubling of the atmosphere‘s CO2 concentration could raise the planet‘s mean surface air temperature by only about 0.4°C,‖ which is right in line with Lindzen and Choi‘s deduced warming of ~0.5°C for a nominal doubling of the air‘s CO2 content. Hence, there would appear to be strong real-world data that argue against the overinflated CO2-induced global warming predicted by state-of-the-art climate models.

Alt cause—deforestation

Idso, director of envt science – Peabody Energy, PhD Geography – ASU, Idso, professor – Maricopa County Community College, and Idso, PhD botany – ASU, ‘12
(Craig, Sherwood, and Keith, “Local to Regional Climatic Effects of Deforestation,” CO2 Science Vol. 15, No. 21, May)

The authors write that "deforestation exerts a number of regional and local climate effects," including "a decrease in water vapor mixing ratio (Sen et al., 2004), reduced precipitation (Werth and Avissar, 2005), and a change in the water cycle (Houghton, 1990)," along with "an increase in near-surface air temperature (Sampaio et al., 2007)."

What was done

Focusing on the latter of these impacts, Gao and Liu studied the effect of the deforestation of portions of Heilongjiang Province in Northeast China, which has an annual temperature ranging from -4°C to +4°C, its winters being "long and frigid" and its summers being "short and cool." This they did over the period 1958 to 1980, when forest cover was reduced from 238,335 km2 to 216,009 km2, and from 1980 to 2000, when forest cover was further reduced to 207,629 km2.

What was learned

Over the entire period that the two researchers analyzed (from 1958-2000), there was a nation-wide warming of 0.99°C, while the annual temperature of Heilongjiang Province rose by 1.68°C, which suggests a concomitant deforestation-induced warming of 0.69°C.
What it means

In response to the 13% reduction in forest cover over the 42-year interval that Gao and Liu studied, the mean annual temperature of Heilongjiang Province rose by 0.69°C, which is a most substantial amount, considering that they note that global temperature has only risen by an average of 0.6°C since the start of the industrial revolution. Perhaps it is not so farfetched, therefore, to think that a goodly portion of that global warming may have been due to a number of other factors that have not yet been incorporated into the climate models that attribute the bulk of the post-Little Ice Age temperature increase to increases in CO2 and other greenhouse gas emissions of mankind.

Warming is slow—land use and industrialization explain their data AND are alt causes
McKitrick, professor of economics – University of Guelph, ‘10
(Ross, “Atmospheric Circulations do not Explain the Temperature-Industrialization Correlation,” http://www.rossmckitrick.com/uploads/4/8/0/8/4808045/ac.preprint.pdf)

Numerous studies have shown that land-use change, such as urbanization, removal of forest cover and introduction of irrigated agriculture, introduce warming biases into local surface temperature data records (e.g. Jones et al. 2009, Christy et al. 2006, Pielke Sr. et al. 2002, Mahmood et al. 2010, etc., see review in McKitrick and Michaels 2007). Since these local changes are not related to global atmospheric climate changes, they need to be filtered out of climate data sets. But de Laat and Maurellis (2004, 2006, collectively denoted DM) and McKitrick and Michaels and (2004a, 2007, collectively denoted MM) showed that the spatial pattern of temperature trends in gridded surface climate data products is strongly correlated with indicators of industrial and socioeconomic development, which are broadly called anthropogenic surface processes. MM additionally test for and establish significant effects from measures of data inhomogeneity, or variations in measurement quality, on data sets that ostensibly have been adjusted to remove such effects. The aggregate effects of these influences are not small: DM and MM07 each estimate non climate-related effects in post-1980 surface temperature data amounting to between one-third and one-half of the observed warming trend over the global land surface.

The presence of non-climate-related trends in climatic data sets is a form of contamination that may be overstating atmospheric temperature trends (Klotzbach et al. 2009) and leading to misattribution of temperature changes to greenhouse gas effects. Pielke Sr. et al. (2002) found land surface changes produce regional climatic modifications that are not accounted for in the standard radiative forcing metric, further supporting the possibility of misattribution of spatiotemporal variability in gridded surface data.

Benestad (2004) and Schmidt (2009) both argued that the evidence of data contamination can be dismissed as artifacts of spatial autocorrelation, but neither provided a formal test. The spatial autocorrelation issue is examined in McKitrick and Nierenberg (2009) and will be discussed below. Benestad (2004) and McKitrick and Michaels (2004c) debated the extent to which global-scale patterns should be replicated in subsamples. McKitrick and Michaels (2007) performed random subsampling experiments and found consistently strong replication (see Section 3.5 below). Schmidt (2009) showed that the results for individual coefficients are weaker when using the satellite reanalysis product of Mears et al. (2001) rather than the Spencer and Christy (1990) data. McKitrick and Nierenberg (2009) showed that the joint significance tests on which the main conclusions are based remain significant regardless of which satellite data product is used. Empirical papers in climatology rely strongly on the assumption that climate data products are free of effects from surface processes and measurement inhomogeneity. To take one example, in a comparison of warming trends in climate models and climatic data, Jun et al. (2008, p. 935), state: Inhomogeneities in the data arise mainly due to changes in instruments, exposure, station location (elevation, position), ship height, observation time, urbanization effects, and the method used to calculate averages. However, these effects are all well understood and taken into account in the construction of the data set.

Later, after observing discrepancies between model-generated and observed trends

(which they denote Di), when explaining why they do not attribute them to data contamination but rather assume they are all attributable to climate model biases, they state: “…climate scientists have fairly strong confidence in the quality of their observational data compared with the climate model biases. Therefore, we assume that the effect of observational errors to Di is negligible.” (Jun et al. 937) The same assumption is made in the most recent report of the Intergovernmental Panel on Climate Change (IPCC 2007), and indeed is fundamental to their interpretation of the surface temperature data. Confining the data contamination question only to urban heat island (UHI) effects, though the underlying issue is in fact broader, the IPCC states (p. 244) In summary, although some individual sites may be affected, including some small rural locations, the UHI effect is not pervasive, as all global-scale studies indicate it is a very small component of large-scale averages.

The quoted statement is misleading since studies of UHI effects are inherently local, whereas the global-scale studies of DM and MM looked at more general issue of surface processes and data inhomogeneities, and did find large effects. This paper focuses on the treatment of the contamination problem by the IPCC in its 2007 Fourth Assessment Report, where the issue was raised but dismissed as follows.

McKitrick and Michaels (2004) and De Laat and Maurellis (2006) attempted to demonstrate that geographical patterns of warming trends over land are strongly correlated with geographical patterns of industrial and socioeconomic development, implying that urbanisation and related land surface changes have caused much of the observed warming. However, the locations of greatest socioeconomic development are also those that have been most warmed by atmospheric circulation changes (Sections 3.2.2.7 and 3.6.4), which exhibit large-scale coherence. Hence, the correlation of warming with industrial and socioeconomic development ceases to be statistically significant. In addition, observed warming has been, and transient greenhouse-induced warming is expected to be, greater over land than over the oceans (Chapter 10), owing to the smaller thermal capacity of the land.

(IPCC 2007 Chapter 3 page 244, emphasis added). The emphasized sentence makes a specific statistical claim: temperature-industrialization correlations cease to be statistically significant once account is taken of atmospheric circulation effects. Numerically, a result ceases to be significant if its P value rises above 0.05, and loses marginal significant when P goes above 0.1. The IPCC did not cite any published P values, or any published evidence of any kind, in support of their claim, and indeed none exists; nor were any new statistical calculations presented in the IPCC report itself. It is also noteworthy that the claim was not subject to the IPCC’s peer review process since the paragraph in question did not appear in either of the two drafts that were circulated for expert review. It appeared for the first time in the final published version.1

Since the quality of the land surface temperature data is integral to so many reports and studies on climate change it is important to assess the IPCC’s claim of statistical insignificance by means of a proper testing. In this paper I examine whether the results in MM04 and MM07 become insignificant once the effects of atmospheric oscillations on the surface temperature field are entered into the models in a reasonable way. I show that after augmenting the models in McKitrick and Michaels (2004, 2007) with four major atmospheric circulation indexes, the correlations in question remain highly significant and continue to indicate that urbanisation, related land surface changes and data inhomogeneities can account for much of the post-1980 warming over land. In order to establish the robustness of these findings I test the augmented McKitrick and Michaels (2007, hereinafter “MM07”) model for spatial autocorrelation, endogeneity bias, error misspecification, outlier effects, and overfitting. No evidence for any of these problems emerges, supporting an overall conclusion that the IPCC conjecture was not only presented without support, but is also untrue, and that evidence pointing to significant contamination of climate data over land should therefore not have been dismissed.

Warming locked in—current construction and no international deal means it will be runaway

Harvey, environment reporter – the Guardian, 11/9/’11
(Fiona, http://www.guardian.co.uk/environment/2011/nov/09/fossil-fuel-infrastructure-climate-change)

The world is likely to build so many fossil-fuelled power stations, energy-guzzling factories and inefficient buildings in the next five years that it will become impossible to hold global warming to safe levels, and the last chance of combating dangerous climate change will be "lost for ever", according to the most thorough analysis yet of world energy infrastructure. Anything built from now on that produces carbon will do so for decades, and this "lock-in" effect will be the single factor most likely to produce irreversible climate change, the world's foremost authority on energy economics has found. If this is not rapidly changed within the next five years, the results are likely to be disastrous. "The door is closing," Fatih Birol, chief economist at the International Energy Agency, said. "I am very worried – if we don't change direction now on how we use energy, we will end up beyond what scientists tell us is the minimum [for safety]. The door will be closed forever." If the world is to stay below 2C of warming, which scientists regard as the limit of safety, then emissions must be held to no more than 450 parts per million (ppm) of carbon dioxide in the atmosphere; the level is currently around 390ppm. But the world's existing infrastructure is already producing 80% of that "carbon budget", according to the IEA's analysis, published on Wednesday. This gives an ever-narrowing gap in which to reform the global economy on to a low-carbon footing. If current trends continue, and we go on building high-carbon energy generation, then by 2015 at least 90% of the available "carbon budget" will be swallowed up by our energy and industrial infrastructure. By 2017, there will be no room for manoeuvre at all – the whole of the carbon budget will be spoken for, according to the IEA's calculations. Birol's warning comes at a crucial moment in international negotiations on climate change, as governments gear up for the next fortnight of talks in Durban, South Africa, from late November. "If we do not have an international agreement, whose effect is put in place by 2017, then the door to [holding temperatures to 2C of warming] will be closed forever," said Birol. But world governments are preparing to postpone a speedy conclusion to the negotiations again. Originally, the aim was to agree a successor to the 1997 Kyoto protocol, the only binding international agreement on emissions, after its current provisions expire in 2012. But after years of setbacks, an increasing number of countries – including the UK, Japan and Russia – now favour postponing the talks for several years. Both Russia and Japan have spoken in recent weeks of aiming for an agreement in 2018 or 2020, and the UK has supported this move. Greg Barker, the UK's climate change minister, told a meeting: "We need China, the US especially, the rest of the Basic countries [Brazil, South Africa, India and China] to agree. If we can get this by 2015 we could have an agreement ready to click in by 2020." Birol said this would clearly be too late. "I think it's very important to have a sense of urgency – our analysis shows [what happens] if you do not change investment patterns, which can only happen as a result of an international agreement." Nor is this a problem of the developing world, as some commentators have sought to frame it. In the UK, Europe and the US, there are multiple plans for new fossil-fuelled power stations that would contribute significantly to global emissions over the coming decades. The Guardian revealed in May an IEA analysis that found emissions had risen by a record amount in 2010, despite the worst recession for 80 years. Last year, a record 30.6 gigatonnes (Gt) of carbon dioxide poured into the atmosphere from burning fossil fuels, a rise of 1.6Gt on the previous year. At the time, Birol told the Guardian that constraining global warming to moderate levels would be "only a nice utopia" unless drastic action was taken. The new research adds to that finding, by showing in detail how current choices on building new energy and industrial infrastructure are likely to commit the world to much higher emissions for the next few decades, blowing apart hopes of containing the problem to manageable levels. The IEA's data is regarded as the gold standard in emissions and energy, and is widely regarded as one of the most conservative in outlook – making the warning all the more stark. The central problem is that most industrial infrastructure currently in existence – the fossil-fuelled power stations, the emissions-spewing factories, the inefficient transport and buildings – is already contributing to the high level of emissions, and will do so for decades. Carbon dioxide, once released, stays in the atmosphere and continues to have a warming effect for about a century, and industrial infrastructure is built to have a useful life of several decades. Yet, despite intensifying warnings from scientists over the past two decades, the new infrastructure even now being built is constructed along the same lines as the old, which means that there is a "lock-in" effect – high-carbon infrastructure built today or in the next five years will contribute as much to the stock of emissions in the atmosphere as previous generations. The "lock-in" effect is the single most important factor increasing the danger of runaway climate change, according to the IEA in its annual World Energy Outlook, published on Wednesday. 

Existing carbon triggers the impact

Daniel Rirdan 12, founder of The Exploration Company, “The Right Carbon Concentration Target”, June 29, http://theenergycollective.com/daniel-rirdan/89066/what-should-be-our-carbon-concentration-target-and-forget-politics?utm_source=feedburner&utm_medium=feed&utm_campaign=The+Energy+Collective+%28all+posts%29
James Hansen and other promi­nent cli­ma­tol­o­gists are call­ing to bring the CO2 atmos­pheric level to 350 parts per million. In fact, an orga­ni­za­tion, 350.org, came around that ral­ly­ing cry. This is far more radical than most politicians are willing to entertain. And it is not likely to be enough. The 350ppm target will not reverse the clock as far back as one may assume. It was in 1988 that we have had these level of car­bon con­cen­tra­tion in the air. But wait, there is more to the story. 1988-levels of CO2 with 2012-levels of all other green­house gases bring us to a state of affairs equiv­a­lent to that around 1994 (2.28 w/m2). And then there are aerosols. There is good news and bad news about them. The good news is that as long as we keep spewing mas­sive amounts of particulate matter and soot into the air, more of the sun’s rays are scattered back to space, over­all the reflec­tiv­ity of clouds increases, and other effects on clouds whose over­all net effect is to cool­ing of the Earth sur­face. The bad news is that once we stop polluting, stop run­ning all the diesel engines and the coal plants of the world, and the soot finally settles down, the real state of affairs will be unveiled within weeks. Once we fur­ther get rid of the aerosols and black car­bon on snow, we may be very well be worse off than what we have had around 2011 (a pos­si­ble addi­tion of 1.2 w/m2). Thus, it is not good enough to stop all green­house gas emis­sions. In fact, it is not even close to being good enough. A carbon-neutral econ­omy at this late stage is an unmit­i­gated disaster. There is a need for a carbon-negative economy. Essentially, it means that we have not only to stop emitting, to the tech­no­log­i­cal extent pos­si­ble, all green­house gases, but also capture much of the crap we have already out­gassed and lock it down. And once we do the above, the ocean will burp its excess gas, which has come from fos­sil fuels in the first place. So we will have to draw down and lock up that carbon, too. We have taken fos­sil fuel and released its con­tent; now we have to do it in reverse—hundreds of bil­lions of tons of that stuff.

Col

A) Extinction Unlikely – Only Humans can cause extinction

Viegas 9 
(Jennifer Viegas,  Wellesley College Bachelor of Arts with Honors in English); University of California at Berkeley (coursework in the Department of Forestry and Natural Resources "Human Extinction: How Could it Happen," 2009 pg online @ news.discovery.com/human/human-extinction-doomsday.html)
Humans could become extinct, a new study concludes, but no single event, aside from complete destruction of the globe, could do us in, and all extinction scenarios would have to involve some kind of intent, either malicious or not, by people in power. The determinations suggest that the human race itself will ultimately determine its fate. "I think the ability to adapt very quickly is singular to humanity," project leader Tobin Lopes told Discovery News. "Species progress and evolve to enhance their chances, but it's done over a very long period of time." "Instinct guides a lot of what we do early in our lives, but the capacity to learn different behaviors as a result of different environments makes humanity capable of survival," added Lopes, who is associate director of global energy management programs at the University of Colorado Denver. For the study, accepted for publication in the journal Futures, Lopes and his team used a standardized approach for scenario planning called "intuitive logics," which is normally applied to predict business, economic and certain other outcomes. "The intuitive logics approach, and scenario planning as a practice, starts with the present and works forward to an unknown future," he explained. Co-authors served as "stakeholders," just as they would in planning a business, and identified key concerns that may adversely affect them. WATCH VIDEO: The Earth is in the middle of its sixth mass extinction. Kasey-Dee Gardner finds out why they happen in the first place, and how we can save our planet. The concerns were ranked according to possible impact and uncertainty before being plugged into the model, which also incorporated known outcomes, such as attack response times, prior pandemic death percentages, and detection-to-cure time frames. Related Content: Top 10 Reasons Why the World Won't End in 2012 Top 5 Ways to Ensure Humans Survive HowStuffWorks.com: How Extinction Works More Discovery News The result was three scenarios in which humans could go extinct. Each consists of multiple events, such as pandemic, warfare, global warming-related occurrences and a meteor strike, which occur in relative succession and result in equally destructive domino effects, such as societal breakdowns leading to economic decline and escalated terrorism. While any number and combination of doom-and-gloom happenings could destroy the human race, the researchers outlined four, more general types of events that may also serve as "signposts," or events that may signal the unfolding of a defined scenario. In this case, that defined scenario is human extinction. "The types were non-war human-caused -- whether accidental or intended or purposeful, natural-viral, natural-environmental, and finally nuclear or near nuclear war/engagement between any two nations," Lopes said. Should a launch of nuclear weapons, an outbreak of disease, an unforeseen side effect of technical and medical advancements, or unusual environmental changes occur, the researchers believe "serious consideration throughout the globe" is warranted. Side effects of technology and environmental changes "are slow to present themselves, and that's what makes those signposts the most dangerous, in my opinion," Lopes said. "Unfortunately, as we've seen with the impassioned discussion regarding global warming, not everyone can agree on what it is they are seeing or what the data reveal, and that's where a great deal of danger lies." In yet another paper, accepted for publication in the journal Medical Hypotheses, researcher Sergio Dani of Brazil's Medawar Institute for Medical and Environmental Research, explored the fate of human societies. A prior theory, formulated by UCLA's Jared Diamond, hypothesized that guns, germs and steel strongly affect our outcome. Dani instead proposed that "gold, coal and oil account for not only the fate of human societies but also for the fate of mankind through the bodily accumulation of anthropogenic arsenic, an invisible weapon of mass extinction and evolutionary change." Dani explained that exploitation of the named resources is causing rises of arsenic concentrations in the biosphere and "humans are among the least arsenic-resistant organisms." Nevertheless, "the human race is unlikely to become extinct without a combination of difficult, severe and catastrophic events," Lopes and his team concluded, adding that they "were very surprised about how difficult it was to come up with plausible scenarios in which the entire human race would become extinct." 

Short-term existential risks outweigh and turn the aff – they destroy our ability to colonize space 
Baum 10 – visiting scholar at Columbia University's Center for Research on Environmental Decisions, PhD candidate in Geography, and focuses on risk analysis (2/12/2010, Seth, “Is Humanity Doomed? Insights from Astrobiology”, Sustainability Journal, http://ideas.repec.org/a/gam/jsusta/v2y2010i2p591-603d7141.html) 

The fact that the universe will remain habitable for much longer than Earth will means that, if we care about long-term sustainability, then it is extremely important for us to colonize space [38]. Colonizing space will permit us to take advantage of all that the rest of the universe has to offer [39]. But this does not mean that we should focus our current efforts on space colonization. The reason for this is simple: Earth will remain habitable for another billion years or so. While a billion years is quite small compared to the universe’s lifetime, it is quite large compared to the amount of time it probably takes to colonize space, especially given our current rapid rates of technological change. If we are to colonize space before the world ends, then we have plenty of time to do it—as long as nothing really bad happens first. These “really bad” things can be any global catastrophe so large that it would permanently eliminate our capacity to colonize space before the world ends. Several phenomena may be so catastrophic, including nuclear warfare, pandemic outbreaks, ecological collapse, disruptive technology, and of course impact from a large asteroid. Risks of these events have been called global catastrophic risks or existential risks [40]. I will use the term existential risk here because it is our existence that is ultimately at stake. These risks are far more imminent than the end of the world. Therefore, if we care about long-term sustainability, then we should focus our efforts on avoiding these catastrophes, i.e., on reducing existential risk, so that future generations can colonize space.  A focus on existential risk reduction will in some cases require a shift of focus for those working on sustainability. Much contemporary sustainability work helps to reduce existential risk, but some of it is more effective than others, and some other effective opportunities go overlooked. Sustainability work focused on more local concerns may not make much difference to the broader course of civilization— although much caution is warranted here, because, as sustainability researchers know well, local changes can often have universal consequences. Nonetheless, those who care about long-term sustainability should seek out opportunities to reduce existential risk with an eye towards eventual space colonization.
All previous human spaceflight is insignificant – long term colonization is still infeasible. 

Launius 10 – (2010, Roger, PhD, Curator, Planetary Exploration Programs, National Air and Space Museum, expert on Aerospace history, fellow and board member of the American Astronautical Society, “Can we colonize the solar system? Human biology and survival in the extreme space environment,” Endeavour Volume 34, Issue 3, September 2010, Pages 122-129, science direct, ) 

Although microbial life might survive the extreme conditions of space, for Homo sapien sapiens the space environment remains remarkably dangerous to life. One space life scientist, Vadim Rygalov, remarked that ensuring human life during spaceflight was largely about providing the basics of human physiological needs. From the most critical – meaning that its absence would cause immediate death, to the least critical – these include such constants available here on Earth of atmospheric pressure, breathable oxygen, temperature, drinking water, food, gravitational pull on physical systems, radiation mitigation, and others of a less immediate nature. As technologies, and knowledge about them, stand at this time, humans are able to venture into space for short periods of less than a year only by supplying all of these needs either by taking everything with them (oxygen, food, air, etc.) or creating them artificially (pressurized vehicles, centrifugal force to substitute for gravity, etc.).10 Spaceflight would be much easier if humans could go into hibernation during the extremes of spaceflight, as did the Streptococcus mitis bacteria. Resolving these issues has proven difficult but not insurmountable for such basic spaceflight activities as those undertaken during the heroic age of space exploration when the United States and the Soviet Union raced to the Moon. Overcoming the technological hurdles encountered during the Mercury, Gemini, and Apollo programs were child's play in comparison to the threat to human life posed by long duration, deep space missions to such places as Mars. Even the most sophisticated of those, the lunar landings of Project Apollo, were relatively short camping trips on an exceptionally close body in the solar system, and like many camping trips undertaken by Americans the astronauts took with them everything they would need to use while there. This approach will continue to work well until the destination is so far away that resupply from Earth becomes highly problematic if not impossible if the length of time to be gone is so great that resupply proves infeasible. There is no question that the U.S. could return to the Moon in a more dynamic and robust version of Apollo; it could also build a research station there and resupply it from Earth while rotating crews and resupplying from Earth on a regular basis. In this instance, the lunar research station might look something like a more sophisticated and difficult to support version of the Antarctic research stations. A difficult challenge, yes; but certainly it is something that could be accomplished with presently envisioned technologies.11 The real difficulty is that at the point a lunar research station becomes a colony profound changes to the manner in which humans interact with the environment beyond Earth must take place. Countermeasures for core challenges – gravity, radiation, particulates, and ancillary effects – provide serious challenges for humans engaged in space colonization (Figure 4). 
Food shortage doesn’t cause war – best studies

Allouche, research Fellow – water supply and sanitation @ Institute for Development Studies, frmr professor – MIT, ‘11
(Jeremy, “The sustainability and resilience of global water and food systems: Political analysis of the interplay between security, resource scarcity, political systems and global trade,” Food Policy, Vol. 36 Supplement 1, p. S3-S8, January)

The question of resource scarcity has led to many debates on whether scarcity (whether of food or water) will lead to conflict and war. The underlining reasoning behind most of these discourses over food and water wars comes from the Malthusian belief that there is an imbalance between the economic availability of natural resources and population growth since while food production grows linearly, population increases exponentially. Following this reasoning, neo-Malthusians claim that finite natural resources place a strict limit on the growth of human population and aggregate consumption; if these limits are exceeded, social breakdown, conflict and wars result. Nonetheless, it seems that most empirical studies do not support any of these neo-Malthusian arguments. Technological change and greater inputs of capital have dramatically increased labour productivity in agriculture. More generally, the neo-Malthusian view has suffered because during the last two centuries humankind has breached many resource barriers that seemed unchallengeable.
Lessons from history: alarmist scenarios, resource wars and international relations

In a so-called age of uncertainty, a number of alarmist scenarios have linked the increasing use of water resources and food insecurity with wars. The idea of water wars (perhaps more than food wars) is a dominant discourse in the media (see for example Smith, 2009), NGOs (International Alert, 2007) and within international organizations (UNEP, 2007). In 2007, UN Secretary General Ban Ki-moon declared that ‘water scarcity threatens economic and social gains and is a potent fuel for wars and conflict’ (Lewis, 2007). Of course, this type of discourse has an instrumental purpose; security and conflict are here used for raising water/food as key policy priorities at the international level.

In the Middle East, presidents, prime ministers and foreign ministers have also used this bellicose rhetoric. Boutrous Boutros-Gali said; ‘the next war in the Middle East will be over water, not politics’ (Boutros Boutros-Gali in Butts, 1997, p. 65). The question is not whether the sharing of transboundary water sparks political tension and alarmist declaration, but rather to what extent water has been a principal factor in international conflicts. The evidence seems quite weak. Whether by president Sadat in Egypt or King Hussein in Jordan, none of these declarations have been followed up by military action.
The governance of transboundary water has gained increased attention these last decades. This has a direct impact on the global food system as water allocation agreements determine the amount of water that can used for irrigated agriculture. The likelihood of conflicts over water is an important parameter to consider in assessing the stability, sustainability and resilience of global food systems.

None of the various and extensive databases on the causes of war show water as a casus belli. Using the International Crisis Behavior (ICB) data set and supplementary data from the University of Alabama on water conflicts, Hewitt, Wolf and Hammer found only seven disputes where water seems to have been at least a partial cause for conflict (Wolf, 1998, p. 251). In fact, about 80% of the incidents relating to water were limited purely to governmental rhetoric intended for the electorate (Otchet, 2001, p. 18).

As shown in The Basins At Risk (BAR) water event database, more than two-thirds of over 1800 water-related ‘events’ fall on the ‘cooperative’ scale (Yoffe et al., 2003). Indeed, if one takes into account a much longer period, the following figures clearly demonstrate this argument. According to studies by the United Nations Food and Agriculture Organization (FAO), organized political bodies signed between the year 805 and 1984 more than 3600 water-related treaties, and approximately 300 treaties dealing with water management or allocations in international basins have been negotiated since 1945 (FAO, 1978 and FAO, 1984).

The fear around water wars have been driven by a Malthusian outlook which equates scarcity with violence, conflict and war. There is however no direct correlation between water scarcity and transboundary conflict. Most specialists now tend to agree that the major issue is not scarcity per se but rather the allocation of water resources between the different riparian states (see for example Allouche, 2005, Allouche, 2007 and [Rouyer, 2000] ). Water rich countries have been involved in a number of disputes with other relatively water rich countries (see for example India/Pakistan or Brazil/Argentina). The perception of each state’s estimated water needs really constitutes the core issue in transboundary water relations. Indeed, whether this scarcity exists or not in reality, perceptions of the amount of available water shapes people’s attitude towards the environment (Ohlsson, 1999). In fact, some water experts have argued that scarcity drives the process of co-operation among riparians (Dinar and Dinar, 2005 and Brochmann and Gleditsch, 2006).

In terms of international relations, the threat of water wars due to increasing scarcity does not make much sense in the light of the recent historical record. Overall, the water war rationale expects conflict to occur over water, and appears to suggest that violence is a viable means of securing national water supplies, an argument which is highly contestable.

The debates over the likely impacts of climate change have again popularised the idea of water wars. The argument runs that climate change will precipitate worsening ecological conditions contributing to resource scarcities, social breakdown, institutional failure, mass migrations and in turn cause greater political instability and conflict (Brauch, 2002 and Pervis and Busby, 2004). In a report for the US Department of Defense, Schwartz and Randall (2003) speculate about the consequences of a worst-case climate change scenario arguing that water shortages will lead to aggressive wars (Schwartz and Randall, 2003, p. 15). Despite growing concern that climate change will lead to instability and violent conflict, the evidence base to substantiate the connections is thin ( [Barnett and Adger, 2007] and Kevane and Gray, 2008).

No water wars

Kramer et al 13

Annika Kramer, Adelphi Senior Project Manager, Aaron Wolf, Oregon State University Professor of Geography, College of Earth, Ocean and Atmospheric Sciences, and Director, Program in Water Conflict Management, Alexander Carius, Adelphi Director, and Geoff Dabelko, Jan/March 2013, The key to managing conflict and cooperation over water, http://unesdoc.unesco.org/images/0021/002191/219156E.pdf
No evidence of coming ‘water wars’
International basins that include political boundaries of two or more countries cover around 45% of the Earth’s land surface, host about 40% of the world’s population and account for approximately 60% of global river flow. Moreover, the number is growing: in 1978, the United Nations listed 214 international basins; today there are 276, largely due to the internationalization of basins through political changes like the break-up of the Soviet Union and the former Yugoslavia, as well as access to better mapping technology.

The high number of shared rivers, combined with increasing water scarcity for growing populations, led many politicians and headlines to trumpet coming ‘water wars.’ In 1995, for example, former World Bank Vice-President Ismail Serageldin claimed that ‘the wars of the next century will be about water.’ Invariably, these warnings point to the arid and hostile Middle East, where armies have mobilized and fired shots over this scarce and precious resource. Elaborate, if misnamed, ‘hydraulic imperative’ theories cite water as the prime motivation for military strategies and territorial conquests, particularly in the ongoing conflict between Arabs and Israelis.

The only problem with this scenario is a lack of evidence. In 1951–1953 and again in 1964–1966, Israel and Syria exchanged fire over the latter’s project to divert the Jordan River but the final exchange, featuring assaults by both tanks and aircraft, stopped construction and effectively ended water-related tensions between the two states. Nevertheless, the 1967 war broke out less than a year later. Water had little, if any, impact on the military’s strategic thinking in subsequent Israelo-Arab violence, including the 1967, 1973 and 1982 wars, yet water was an underlying source of political stress and one of the most difficult topics in subsequent negotiations. In other words, even though the wars were not fought over water, allocation agreements were an impediment to peace.

While water supplies and infrastructure have often served as military tools or targets, no states have gone to war specifically over water resources since the city-states of Lagash and Umma fought each other in the Tigris− Euphrates Basin in 2500 BCE. Instead, according to FAO, more than 3600 water treaties were signed from 805 to 1984 CE. Whereas most were related to navigation, over time, a growing number addressed water management, including flood control, hydropower projects or allocations in international basins. Since 1820, more than 680 water treaties and other water- related agreements have been signed, with more than half of these concluded in the past 50 years.

Researchers at Oregon State University have compiled a dataset of every reported interaction, be it conflictive or cooperative, between two or more nations where water was the driver of the interaction. Their analysis highlighted four key findings.

First, despite the potential for dispute in international basins, the incidence of acute conflict over international water resources is overwhelmed by the rate of cooperation. The last 60 years (1948−2008) have seen only 44 acute disputes (those involving violence), 30 of which occurred between Israel and one of its neighbours. The total number of water-related events between nations of any magnitude is also weighted towards cooperation: 759 conflict-related events versus 1 705 cooperative ones, implying that violence over water is neither strategically rational, nor hydrographically effective, nor economically viable.
Second, despite the fiery rhetoric of politicians − aimed more often at their own constituencies than at the enemy − most actions taken over water are mild. Of all the events, some 40% fall between mild verbal support and mild verbal hostility. If the next level on either side − official verbal support and official verbal hostility − is added into the equation, the share of verbal events reaches about 60% of the total. Thus, almost two-thirds of all events are verbal only and more than two-thirds of these led to no official sanction.

Third, there are more issues of cooperation than of conflict. The distribution of cooperative events covers a broad spectrum, including water quantity, quality, economic development, hydropower and joint management. In contrast, almost 90% of the conflict-laden events relate to quantity and infrastructure. Furthermore, almost all extensive military acts fall within these two categories.

Fourth, despite the lack of violence, water acts as both an irritant and a unifier. As an irritant, water can make good relations bad and bad relations worse. Despite the complexity, however, international waters can act as a unifier in basins with relatively strong institutions.

The historical record proves that international water disputes do get resolved, even among enemies and even as conflicts erupt over other issues. Some of the world’s most vociferous enemies have negotiated water agreements or are in the process of doing so and the institutions they have created often prove to be resilient, even when relations are strained.

Environment is improving - more growth is key
Lomborg 11
Bjorn Lomborg, directs the Copenhagen Consensus Center and is the author of The Skeptical Environmentalist and Cool It, Newsweek, June 12, 2011, "A Roadmap for the Planet", http://www.thedailybeast.com/newsweek/2011/06/12/bjorn-lomborg-explains-how-to-save-the-planet.html#

Climate alarmists and campaigning environmentalists argue that the industrialized countries of the world have made sizable withdrawals on nature’s fixed allowance, and unless we change our ways, and soon, we are doomed to an abrupt end. Take the recent proclamation from the United Nations Environment Program, which argued that governments should dramatically cut back on the use of resources. The mantra has become commonplace: our current way of living is selfish and unsustainable. We are wrecking the world. We are gobbling up the last resources. We are cutting down the rainforest. We are polluting the water. We are polluting the air. We are killing plants and animals, destroying the ozone layer, burning the world through our addiction to fossil fuels, and leaving a devastated planet for future generations.  In other words, humanity is doomed.  It is a compelling story, no doubt. It is also fundamentally wrong, and the consequences are severe. Tragically, exaggerated environmental worries—and the willingness of so many to believe them—could ultimately prevent us from finding smarter ways to actually help our planet and ensure the health of the environment for future generations.  Because, our fears notwithstanding, we actually get smarter. Although Westerners were once reliant on whale oil for lighting, we never actually ran out of whales. Why? High demand and rising prices for whale oil spurred a search for and investment in the 19th-century version of alternative energy. First, kerosene from petroleum replaced whale oil. We didn’t run out of kerosene, either: electricity supplanted it because it was a superior way to light our planet.  For generations, we have consistently underestimated our capacity for innovation. There was a time when we worried that all of London would be covered with horse manure because of the increasing use of horse-drawn carriages. Thanks to the invention of the car, London has 7 million inhabitants today. Dung disaster averted.  In fact, would-be catastrophes have regularly been pushed aside throughout human history, and so often because of innovation and technological development. We never just continue to do the same old thing. We innovate and avoid the anticipated problems.  Think of the whales, and then think of the debate over cutting emissions today. Instead of singlemindedly trying to force people to do without carbon-emitting fuels, we must recognize that we won’t make any real progress in cutting CO2 emissions until we can create affordable, efficient alternatives. We are far from that point today: much-hyped technologies such as wind and solar energy remain very expensive and inefficient compared with cheap fossil fuels. Globally, wind provides just 0.3 percent of our energy, and solar a minuscule 0.1 percent. Current technology is so inefficient that, to take just one example, if we were serious about wind power, we would have to blanket most countries with wind turbines to generate enough energy for everybody, and we would still have the massive problem of storage. We don’t know what to do when the wind doesn’t blow.  Making the necessary breakthroughs will require mass improvements across many technologies. The sustainable response to global warming, then, is one that sees us get much more serious about investment into alternative-energy research and development. This has a much greater likelihood of leaving future generations at least the same opportunities as we have today.  Because what, exactly, is sustainability? Fourteen years ago, the United Nations World Commission on Environment and Development report “Our Common Future,” chaired by Gro Harlem Brundtland, provided the most-quoted definition. Sustainable development “meets the needs of the present without compromising the ability of future generations to meet their own needs.” The measure of success, then, is whether or not we give future generations the same opportunities that we have had.  This prompts the question: have we lived unsustainably in the past?  In fact, by almost any measure, humans have left a legacy of increased opportunity for their descendants. And this is true not just for the rich world but also for developing countries. In the last couple of hundred years we have become much richer than in all previous history. Available production per capita—the amount that an average individual can consume—increased eightfold between 1800 and 2000. In the past six decades, poverty has fallen more than in the previous 500 years. This decade alone, China will by itself lift 200 million individuals out of poverty. While one in every two people in the developing world was poor just 25 years ago, today it is one in four. Although much remains to be done, developing countries have become much more affluent, with a fivefold increase in real per capita income between 1950 and today.  But it’s not just about money. The world has generally become a much better educated place, too. Illiteracy in the developing world has fallen from about 75 percent for the people born in the early part of the 1900s to about 12 percent among the young of today. More and more people have gained access to clean water and sanitation, improving health and income. And according to the U.N. Food and Agriculture Organization, the percentage of undernourished people in the developing world has dropped from more than 50 percent in 1950 to 16 percent today.  As humans have become richer and more educated, we have been able to enjoy more leisure time. In most developed countries, where there are available data, yearly working hours have fallen drastically since the end of the 19th century: today we work only about half as much as we did then. Over the last 30 years or so, total free time for men and women has increased, thanks to reductions in workload and housework. Globally, life expectancy today is 69. Compare this with an average life span of 52 in 1960, or of about 30 in 1900. Advances in public health and technological innovation have dramatically lengthened our lives.  We have consistently achieved these remarkable developments by focusing on technological innovation and investment designed to create a richer future. And while major challenges remain, the future appears to hold great promise, too. The U.N. estimates that over this century, the planet’s human inhabitants will become 14 times richer and the average person in the developing world a whopping 24 times richer. By the end of the century, the U.N. estimates we will live to be 85 on average, and virtually everyone will read, write, and have access to food, water, and sanitation. That’s not too shabby.  Rather than celebrating this amazing progress, many find it distasteful. Instead of acknowledging and learning from it, we bathe ourselves in guilt, fretting about our supposed unsustainable lives. Certainly many argue that while the past may have improved, surely it doesn’t matter for the future, because we are destroying the environment!  But not so fast. In recent decades, air quality in wealthy countries has vastly improved. In virtually every developed country, the air is more breathable and the water is more drinkable than they were in 1970. London, renowned for centuries for its infamous smog and severe pollution, today has the cleanest air that it has had since the Middle Ages.  Today, some of the most polluted places in the world are the megacities of the developing world, such as Beijing, New Delhi, and Mexico City. But remember what happened in developed countries. Over a period of several hundred years, increasing incomes were matched by increasing pollution. In the 1930s and 1940s, London was more polluted than Beijing, New Delhi, or Mexico City are today.  Eventually, with increased affluence, developed countries gradually were better able to afford a cleaner environment. That is happening already today in some of the richest developing countries: air-pollution levels in Mexico City have been dropping precisely because of better technology and more wealth. Though air pollution is by far the most menacing for humans, water quality has similarly been getting better. Forests, too, are regrowing in rich countries, though still being lost in poor places where slash-and-burn is preferable to starvation.
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We Meet

Regulation v. Restriction 

Elefant doesn’t say prohibit – CX was not a quote – regulatory uncertainty
regulatory uncertainty, if left unresolved, will stand as a major impediment to ocean energy
Risks exist in the regulatory process because both federal and state licensing or permitting authorities typically have the option of rejecting a permit application
Griset agrees – nothing about a prohibition

uncertainty or inconsistency of regulation tends to deter development and investment
T version of the aff is to eliminate all regulations on OTEC rather than consolidating 

the dual process created by the MOU under which MMS/BOEMRE must first approve a site and issue a lease, after which FERC may issue a license or exemption, may lead to delays in the development of hydrokinetic energy resources
Project developers must not only obtain permits from a variety of federal and state entities, but moreover face uncertainty as to which permits may be required. The net impact of this regulatory patchwork is to place a chilling effect on the comprehensive development of the nation.’s renewable ocean energy resources
Kicker is that its not even the biggest obstacle – griset says tech problems

regulatory uncertainty has been called .“the most significant non-technical obstacle to deployment of this new technology..” 

OTECA authorized OTEC

NOAA, no date

http://coastalmanagement.noaa.gov/otec/oteca.html
In 1980, the Ocean Thermal Energy Conversion Act (OTECA) granted the authority for licensing OTEC facilities located within the territorial sea of the United States to the Administrator of the National Oceanic and Atmospheric Administration (NOAA). Under the Ocean Thermal Energy Conversion Research, Development, and Demonstration Act the U.S. Department of Energy may authorize demonstration projects which are exempt from the NOAA licensing requirements after consulting with NOAA.
OTECA distinguishes regulations from regulations or conditions 
(OTECA) 42 U.S.C. § 9121 

http://coastalmanagement.noaa.gov/otec/oteca.html
Suspension, revocation, and termination of licenses

(a) Filing of action by Attorney General; automatic suspension

Whenever a licensee fails to comply with any applicable provision of this chapter or any applicable rule, regulation, restriction, or condition issued or imposed by the Administrator under the authority of this chapter, the Attorney General, at the request of the Administrator, shall file an action in the appropriate United States district court to—

at: ci—qualification

Conditions and restrictions are distinct—key to predictability

Pashman, justice – New Jersey Supreme Court, 3/25/’63
(Morris, “ISIDORE FELDMAN, PLAINTIFF AND THIRD-PARTY PLAINTIFF, v. URBAN COMMERCIAL, INC., AND OTHERS, DEFENDANT,” 78 N.J. Super. 520; 189 A.2d 467; 1963 N.J. Super. LEXIS 479)

HN3A title insurance policy "is subject to the same rules of construction as are other insurance policies." Sandler v. N.J. Realty Title Ins. Co., supra, at [***11]  p. 479. It is within these rules of construction that this policy must be construed.
Defendant contends that plaintiff's loss was occasioned by restrictions excepted from coverage in Schedule B of the title policy. The question is whether the provision in the deed to Developers that redevelopment had to be completed  [*528]  within 32 months is a "restriction." Judge HN4 Kilkenny held that this provision was a "condition" and "more than a mere covenant." 64 N.J. Super., at p. 378. The word "restriction" as used in the title policy cannot be said to be synonymous with a "condition." A "restriction" generally refers to "a limitation of the manner in which one may use his own lands, and may or may not involve a grant." Kutschinski v. Thompson, 101 N.J. Eq. 649, 656 (Ch. 1927). See also Bertrand v. Jones, 58 N.J. Super. 273 (App. Div. 1959), certification denied 31 N.J. 553 (1960); Freedman v. Lieberman, 2 N.J. Super. 537 (Ch. Div. 1949); Riverton Country Club v. Thomas, 141 N.J. Eq. 435 (Ch. 1948), affirmed per curiam, 1 N.J. 508 (1948). It would not be inappropriate to say that the word "restrictions," as used [***12]  by defendant insurers, is ambiguous. The rules of construction heretofore announced must guide us in an interpretation of this policy. I find that the word "restrictions" in Schedule B of defendant's title policy does not encompass the provision in the deed to Developers which refers to the completion  [**472]  of redevelopment work within 32 months because (1) the word is used ambiguously and must be strictly construed against defendant insurer, and (2) the provision does not refer to the use to which the land may be put. As the court stated in Riverton Country Club v. Thomas, supra, at p. 440, "HN5equity will not aid one man to restrict another in the uses to which he may put his land unless the right to such aid is clear, and that restrictive provisions in a deed are to be construed most strictly against the person or persons seeking to enforce them." (Emphasis added)

Anell defines ‘restriction on production’—they don’t—key to predictability

Haneman, justice – Superior Court of New Jersey, Appellate Division, 12/4/’59
(J.A.D., “RUSSELL S. BERTRAND, ET AL., PLAINTIFFS-RESPONDENTS, v. DONALD T. JONES, ET AL., DEFENDANTS-APPELLANTS,” 58 N.J. Super. 273; 156 A.2d 161; 1959 N.J. Super. LEXIS 569)

HN4 In ascertaining the meaning of the word "restrictions" as here employed, it must be considered in context with the entire clause in which it appears. It is to be noted that the exception concerns restrictions "which have been complied with." Plainly, this connotes a representation of compliance by the vendor with any restrictions upon the permitted uses of the subject property. The conclusion that "restrictions" refer solely to a limitation of the manner in which the vendor may [***14]  use his own lands is strengthened by the further provision found in said clause that the conveyance is "subject to the effect,  [**167]  if any, of municipal zoning laws." Municipal zoning laws affect the use of property.

HN5 A familiar maxim to aid in the construction of contracts is noscitur a sociis. Simply stated, this means that a word is known from its associates. Words of general and specific import take color from each other when associated together, and thus the word of general significance is modified by its associates of restricted sense. 3 Corbin on Contracts, § 552, p. 110; cf. Ford Motor Co. v. New Jersey Department of Labor and Industry, 5 N.J. 494 (1950). The  [*284]  word "restrictions," therefore, should be construed as being used in the same limited fashion as "zoning."

AT: Aff Flex

Federal Energy regs are FIVE MILLION RESEARCH HOURS

Tugwell 88

 The Energy Crisis and the American Political Economy:

Politics and Markets in the Management of Natural Resources

 Previously, Dr. Tugwell was the executive director of the Heinz Endowments of Pittsburgh, the founder and president of the Environment Enterprises Assistance Fund, and as a senior consultant for International Projects and Programs at PG&E Enterprises. He served as a deputy assistant administrator at USAID (1980-1981) and as a senior analyst for the energy program at the U.S. Office of Technology Assessment (1979-1980). Dr. Tugwell was also a professor at Pomona College and an adjunct distinguished professor at the Heinz School of Carnegie Mellon University. Additionally, he serves on the Advisory Board and International Committee of the American Council on Renewable Energy and on the Joint Board of Councilors of the China-U.S. Center for Sustainable Development. He also serves on the Board of Eucord (European Cooperative for International Development). Dr. Tugwell received a PhD in political science from Columbia University. 

 Finally, administering energy regulations proved a costly and cumbersome endeavor, exacting a price all citizens had to pay. As the energy specialist Paul MacAvoy has noted: "More than 300,000 firms were required to respond to controls, ranging from the three dozen major refining companies to a quarter of a million retailers of petroleum products. The respondents had to file more than half a million reports each year, which probably took more than five mil- lion man-hours to prepare, at an estimated cost alone of $80 mil- lion."64 To these expenditures must be added the additional costs to the government of collecting and processing these reports, monitor- ing compliance, and managing the complex process associated with setting forth new regulations and adjudicating disputes. All to- gether, it seems likely that the administrative costs, private and public, directly attributable to the regulatory process also exceeded $1 billion a year from 1974 to 1980.^

All energy regulation is too big – it’s torture

Edwards 80

  JUDGES: Before EDWARDS, LEAR and WATKINS, JJ.  OPINION BY: EDWARDS 
 AYOU BOUILLON CORPORATION, ET AL. v. ATLANTIC RICHFIELD COMPANY

 No. 13229  Court of Appeal of Louisiana, First Circuit  385 So. 2d 834; 1980 La. App. LEXIS 3972; 67 Oil & Gas Rep. 240   May 5, 1980  PRIOR HISTORY:  [**1]  ON APPEAL FROM THE 18TH JUDICIAL DISTRICT COURT, PARISH OF IBERVILLE, HONORABLE EDWARD N. ENGOLIO, JUDGE. 

 Comprehending the applicability and complexity of federal energy regulation necessitates both a stroll down the tortuous legislative path and a review of legal challenges so numerous as to require the establishment of a Temporary Emergency Court of Appeals. 

Reasonability

It’s arbitrary and undermines research

Resnick 1 Evan- assistant professor of political science – Yeshiva University,  “Defining Engagement,” Journal of International Affairs, Vol. 54, Iss. 2

In matters of national security, establishing a clear definition of terms is a precondition for effective policymaking. Decisionmakers who invoke critical terms in an erratic, ad hoc fashion risk alienating their constituencies. They also risk exacerbating misperceptions and hostility among those the policies target. Scholars who commit the same error undercut their ability to conduct valuable empirical research. Hence, if scholars and policymakers fail rigorously to define "engagement," they undermine the ability to build an effective foreign policy.

CP

Environment 1NC

Independently, establishing SEP penalties solves inevitable environmental crisis

Jeff Ganguly, Executive Editor, BOSTON COLLEGE ENVIRONMENTAL AFFAIRS LAW REVIEW, Fall 1998, COMMENT: ENVIRONMENTAL REMEDIATION THROUGH SUPPLEMENTAL ENVIRONMENTAL PROJECTS AND CREATIVE NEGOTIATION: RENEWED COMMUNITY INVOLVEMENT IN FEDERAL ENFORCEMENT, 26 B.C. Envtl. Aff. L. Rev. 189, Lexis
Such a dynamic has been developing through EPA's employment of SEPs as well. While oversight is critical to ensure the SEP program continues to attain breakthrough achievements in creative and effective settlement agreements, the unique ability of SEPs to respond to the individual circumstances of environmental problems must be maintained. Thus, while litigation remains an effective tool to apply pressure and force action in some cases, dispute resolution and creative settlements should become the goal in the new generation of environmental enforcement. The use of SEPs is only one advantage to dispute resolution, as SEP provisions could be written into federal statutes and become an everyday part of adjudicated relief. Dispute resolution also saves time and money. n303 All of these qualities, as evidenced by the MHD settlement, are the most effective means of responding to environmental crises. Apart from outright prevention, dispute negotiation and community remediation through creative settlements and SEPs continue to be one of the most effective means of preserving and protecting human health and the environment.

AT: Perm—Do Plan and Fund Net-Benefit

CP establishes opportunity cost – it would be preferable to retain the penalty and establish SEPA settlements with violators, than do the aff. Funding the net-benefit externally isn’t relevant to comparing the plan and counterplan—contextual evidence making this cost-benefit calculation proves:

David Dana, Professor of Law, Boston University School of Law, 1998, ARTICLE: THE UNCERTAIN MERITS OF ENVIRONMENTAL ENFORCEMENT REFORM: THE CASE OF SUPPLEMENTAL ENVIRONMENTAL PROJECTS, 1998 Wis. L. Rev. 1181, Lexis
In SEP programs, the government, in effect, subsidizes environmental good works through penalty reductions for violators. SEPs thus operate on two levels: as penalties for illegal conduct and as a kind of government subsidy or expenditure. n95 The preceding deterrence analysis of SEPs, even if it is correct, says nothing about the desirability of SEPs as a program of government expenditures designed to promote environmental good works. One might argue that even if SEPs do compromise deterrence objectives and thus are undesirable as a kind of  [*1216]  penalty, they should be maintained because they are highly desirable as a kind of government expenditure.
Warming

2nc no extinction

Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 
Experts agree
Hsu 10 (Jeremy, Live Science Staff, July 19, pg. http://www.livescience.com/culture/can-humans-survive-extinction-doomsday-100719.html)

His views deviate sharply from those of most experts, who don't view climate change as the end for humans. Even the worst-case scenarios discussed by the Intergovernmental Panel on Climate Change don't foresee human extinction.  "The scenarios that the mainstream climate community are advancing are not end-of-humanity, catastrophic scenarios," said Roger Pielke Jr., a climate policy analyst at the University of Colorado at Boulder.  Humans have the technological tools to begin tackling climate change, if not quite enough yet to solve the problem, Pielke said. He added that doom-mongering did little to encourage people to take action.  "My view of politics is that the long-term, high-risk scenarios are really difficult to use to motivate short-term, incremental action," Pielke explained. "The rhetoric of fear and alarm that some people tend toward is counterproductive."  Searching for solutions  One technological solution to climate change already exists through carbon capture and storage, according to Wallace Broecker, a geochemist and renowned climate scientist at Columbia University's Lamont-Doherty Earth Observatory in New York City.  But Broecker remained skeptical that governments or industry would commit the resources needed to slow the rise of carbon dioxide (CO2) levels, and predicted that more drastic geoengineering might become necessary to stabilize the planet.  "The rise in CO2 isn't going to kill many people, and it's not going to kill humanity," Broecker said. "But it's going to change the entire wild ecology of the planet, melt a lot of ice, acidify the ocean, change the availability of water and change crop yields, so we're essentially doing an experiment whose result remains uncertain." 
1nc at: ocean acid

No ocean acidification impact---CO2’s impact is positive on most marine life 

Craig Idso et al 12, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, member of the American Association for the Advancement of Science, American Geophysical Union, American Meteorological Society, Arizona-Nevada Academy of Sciences, and Association of American Geographers; Sherwood Idso, research physicist with the USDA's Agricultural Research Service at the US Water Conservation Laboratory and adjunct professor at the ASU Office of Climatology; and Keith Idso, Vice President of the Center for the Study of Carbon Dioxide and Global Change, July 11, 2012, “The Potential for Adaptive Evolution to Enable the World's Most Important Calcifying Organism to Cope with Ocean Acidification,” CO2 Science, Vol. 15, No. 28

In an important paper published in the May 2012 issue of Nature Geoscience, Lohbeck et al. write that "our present understanding of the sensitivity of marine life to ocean acidification is based primarily on short-term experiments," which often depict negative effects. However, they go on to say that phytoplanktonic species with short generation times "may be able to respond to environmental alterations through adaptive evolution." And with this tantalizing possibility in mind, they studied, as they describe it, "the ability of the world's single most important calcifying organism, the coccolithophore Emiliania huxleyi, to evolve in response to ocean acidification in two 500-generation selection experiments."

Working with freshly isolated genotypes from Bergen, Norway, the three German researchers grew them in batch cultures over some 500 asexual generations at three different atmospheric CO2 concentrations - ambient (400 ppm), medium (1100 ppm) and high (2200 ppm) - where the medium CO2 treatment was chosen to represent the atmospheric CO2 level projected for the beginning of the next century. This they did in a multi-clone experiment designed to provide existing genetic variation that they said "would be readily available to genotypic selection," as well as in a single-clone experiment that was initiated with one "haphazardly chosen genotype," where evolutionary adaptation would obviously require new mutations. So what did they learn?

Compared with populations kept at ambient CO2 partial pressure, Lohbeck et al. found that those selected at increased CO2 levels "exhibited higher growth rates, in both the single- and multi-clone experiment, when tested under ocean acidification conditions." Calcification rates, on the other hand, were somewhat lower under CO2-enriched conditions in all cultures; but the research team reports that they were "up to 50% higher in adapted [medium and high CO2] compared with non-adapted cultures." And when all was said and done, they concluded that "contemporary evolution could help to maintain the functionality of microbial processes at the base of marine food webs in the face of global change [our italics]." 

In other ruminations on their findings, the marine biologists indicate that what they call the swift adaptation processes they observed may "have the potential to affect food-web dynamics and biogeochemical cycles on timescales of a few years, thus surpassing predicted rates of ongoing global change including ocean acidification." And they also note, in this regard, that "a recent study reports surprisingly high coccolith mass in an E. huxleyi population off Chile in high-CO2 waters (Beaufort et al., 2011)," which observation is said by them to be indicative of "across-population variation in calcification, in line with findings of rapid microevolution identified here."

Col

2NC Not Feasible

Colonization Impossible – Multiple Barriers 

Brandt 7 

(David Brandt, The Hard SF, articles focusing on delineating science from science fiction, 5-10-7, “Can Space Colonization Guarantee Human Survival?”, http://www.hardsf.org/IssuSpac.htm)

Can Space Colonization Guarantee Human Survival? Many people have argued that as long as humans live only on Earth, we have "all our eggs in one basket". They suggest we need space colonies to insure the future of the species. There are many current and potential threats to the human race. However, considering the human source of many of the threats and the timescales involved, I'm not sure that space colonization should be the top priority in preempting those threats. Timescales To consider how well space colonization is likely to solve our problems we need to ask what the timescales of sustainable, independent space colonies are. If, after disaster strikes Earth, Earth is still able to supplement the needs of space colonies, then those space colonies aren't necessarily essential to continuing the human race. We have to ask when spaces colonies would be functioning without need of any assistance from Earth. Truly independent space colonies must not simply provide bare nutrition, air, heat, and habitat repair for 100 years. They should have a non-traumatizing environment with enough people to protect against dangerous levels of inbreeding – able to last and progress indefinitely. There will also be a minimum number of people required for any space colony in order to provide needed manpower in various occupations (one person with multiple occupations doesn’t help if you need two of those occupations in different places at the same time). How does that compare to the timescales of threats from climate change, environmental crisis, nuclear / bio weapons and accidents, possible nanotech weapons or accidents, overpopulation, etc.? We also have to consider threats to the global economy, since an economic collapse would presumably at least interrupt efforts towards establishing space colonies. Economic crises also increase risks of war, which could have apocalyptic consequences. Even assuming the ultimate solution of human survival is space colonization, we may need to find a way to extend the lifespan of human civilization and economy on Earth in order to have time to accomplish sustainable space colonization. Consider the possible habitats. Space stations in orbit around Earth or at L5 have little natural resources at their location other than solar energy. The Moon has no atmosphere, a limited amount of water at best, which part of the Moon has access to solar energy varies during the month, and it's not considered one of the solar system's better sources of minerals. Venus is extremely hot, the atmosphere is dangerous and with the cloud cover I'm not sure how practical solar energy would be at the surface. Mars has too little atmosphere and accessible water is questionable, etc. Some of the outer planet's moons may have enough ice and raw materials, but are very cold, lack usable atmospheres and get limited solar energy. And so on. We may be able to establish bases at some of these places in a realistically short amount of time, but not independent ones. Any colony that wants to get resources from post-apocalyptic Earth will need to have spaceships that can land on Earth and later achieve escape velocity from Earth while carrying cargo without help from Earth. Otherwise, the needed resources may not be available from a single astronomical body. That could require longer distance travel between bodies - whether that's between asteroids, between moons, between planets or some other combination. Significant space travel ability may be essential. A colony would need an industrial base capable of extracting and refining raw materials, and making useful things from them. Interstellar colonies and terraforming of planets in our solar system are longer range goals. Colonies in any place other than an Earth-like planet will require a substantial infrastructure to allow humans to exist in an otherwise deadly environment. The colony needs to be able to maintain and repair that infrastructure... There is a significant difference between an enormous disaster on Earth and one at any space colony we can expect for at least a century. Even something on the scale of a "dinosaur killer" asteroid impact won't necessarily kill all humans on Earth. (However, if the world economy / technology is setback too much it may not be possible to re-achieve a hi-tech civilization. We've extracted most minerals / fossil fuels that can be gotten without hi-tech, a post-disaster society may be left unable to get these.) It will be a long time before an independent space colony could grow to the point some of its people could survive after a major disaster. Meanwhile, we have not yet solved the physical and psychological problems that develop during months of low gravity. Most of the physical issues may not be significant for those who never intend to return to Earth-type gravities. Psychological issues remain. Some physical issues may arise when dealing with years and decades in low gravity. Even in shorter spans of time, weakening bones may have serious consequences in low gravity situations. Weakened hip bones may be a problem for women giving birth in low gravity. Other stressful activities may also be problematic. We need to find out how low gravity will effect a fetus during pregnancy and child growth afterwards. Identifying and resolving all the issues is likely to take many years. Currently, our society is not inclined to invest that much in either stopping global warming (and other threats) or space habitats. It strikes me as improbable that we will see a heavy investment in both of them at the same time in the next period of time. My impression is the best chance for human survival is focusing as much as possible on one or the other of the two paths, and that space colonization will not solve the problem within the limited time-frame. Of course, if governments refuse to fund solutions to the environmental crisis, but budget money for space habitats we should use that money. Hopefully, governments will respond to the crisis before it’s too late and the problems will be brought under control and within safe limits. Then there will be no reason not to expand out into the universe. Postscript For those who still believe space colonization should be the priority, I would like to suggest one piece of advice. The known threats to human survival in the next century or so are not vast earthquakes and volcanoes, asteroid impacts, supernovas or other natural disasters. Most of them are at least partly man-made. If the same problems are not to threaten survival of humans on space colonies, we either have to make humans on Earth act more responsibly to ensure survival before we colonize, or we need to know how to insure that those people who colonize are not so prone to make the same mistakes their Earthly brothers do. If space colonization ends up amounting to running away from our problems, we will not have changed the odds of human survival by much. Space colonies would need to be planned in a way to avoid this fate.
The tech won’t exist within any reasonable timeframe – too many problems.

Williams 10 – M.S. in Physics and is a physics faculty member at Santa Rose Junior College (1/1/2010, Lynda, “Irrational Dreams of Space Colonization”, Peace Review: A Journal of Social Justice, 22:4–8, http://www.scientainment.com/lwilliams_peacereview.pdf) 
What do the prospects of colonies or bases on the moon and Mars offer? Both the moon and Mars host extreme environments that are uninhabitable to humans without very sophisticated technological life-support systems beyond any that are feasible now or will be available in the near future. Both bodies are subjected to deadly levels of solar radiation and are void of atmospheres that could sustain oxygen-based life forms such as humans. Terra-forming either body is not feasible with current technologies and within any reasonable time frames (and may, in any case, be questioned from an ethical and fiscal point of view). Thus, any colony or base would be restricted to living in space capsules or trailer park–like structures that could not support a sufficient number of humans to perpetuate and sustain the species in any long-term manner.

Asteroids F/L
No chance of an impact
Bennett 10 (James, Eminent Scholar  and William P. Snavely Professor of Political Economy and Public Policy at George Mason University, and Director of The John M. Olin Institute for Employment Practice and Policy, “The Chicken Littles of Big Science; or, Here Come the Killer Asteroids!”, The Doomsday Lobby 2010, 139-185, DOI: 10.1007/978-1-4419-6685-8_6)
The smallest falling bodies, those with diameters under a few meters, are of “no practical concern,” says Chapman, and in fact they are to be desired, at least by those who keep their eyes on the skies watching for brilliant fireballs whose burning up in the atmosphere provides a show far more spectacular than the most lavish Fourth of July fireworks. Even bodies with diameters of 10–30 meters, of which Chapman estimates six may fall to earth in a century, cause little more than broken windows. They explode too high in the atmosphere to cause serious harm. The next largest potential strikers of Earth are those in the Tunguska range of 30 meters–100 meters. The shock waves from the atmospheric explosion would “topple trees, wooden structures and ignit[e] fires within 10 kilometers,” writes Chapman. Human deaths could result if the explosion took place over a populated area. Though Chapman estimates the likelihood of a Tunguska occurring in any given century at four in ten, it is worth noting that there is no evidence that such an explosion has killed a single human being in all of recorded history. Either we’re overdue or that 40 percent is high. Moreover, given that the location of such an explosion is utterly unpredictable, it would be far more likely to happen over an ocean or a desert than over, say, Tokyo or Manhattan. The after effects would be minimal, and Chapman says that “nothing practical can be done about this modest hazard other than to clean up after the event.” In fact, “It makes no sense to plan ahead for such a modest disaster… other than educating the public about the possibility.” The cost of a telescopic survey capable of picking up bodies of such diminutive size would be prohibitive. It would be the ultimate Astronomers Full Employment Act. A body of 100 meters–300 meters in diameter would either explode at low altitude or upon impact with the ground; it would be “regionally devastating,” but Chapman pegs the chances of such a catastrophe at 1 percent per century. A small nation could be destroyed by the impact of a body of 300 meters—1 km in diameter, or a “flying mountain” of sorts, which would explode with energy yield ten times more than “the largest thermonuclear bomb ever tested.” If striking land, it would carve out a crater deeper than the Grand Canyon. If it hit a populated area, the death toll could be in the hundreds of thousands. The likelihood of such a collision Chapman estimates at 0.2 percent per century. An asteroid or comet of 1–3 kilometers in diameter would cause “major regional destruction,” possibly verging on “civilization-destruction level.” Chapman puts the chances of this at 0.02 percent per century. The impact of a body more than 3 kilometers in diameter might plunge the Earth into a new Dark Age, killing most of its inhabitants, though the chances of this are “extremely remote” — less than one in 50,000 per century. Finally, mass extinction would likely occur should a body greater than 10 kilometers pay us a visit, though the chances of this are less than one in a million every century, or so infinitesimal that even the most worry-wracked hypochondriac will not lose sleep over the possibility. In fact, for any impact with a Chapman-calculated likelihood of less than one in a thousand per century, he concedes that there is “little justification for mounting asteroid-specific mitigation measures.” The chance of a civilization-ender is so remote that he counsels no “advance preparations” — or almost none. For Chapman recommends further study of NEOs, as well as investigation into methods of their diversion. 82 This is exactly what the NEO lobby wants.
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No impact and empirically denied
Ian O’Neill 8, 6/21/08, founder and editor of Astroengine, “2012: No Killer Solar Flare”, http://www.universetoday.com/14645/2012-no-killer-solar-flare/
“Killer” solar flares have been observed on other stars. In 2006, NASA’s Swift observatory saw the largest stellar flare ever observed 135 light-years away. Estimated to have unleashed an energy of 50 million trillion atomic bombs, the II Pegasi flare will have wiped out most life on Earth if our Sun fired X-rays from a flare of that energy at us. However, our Sun is not II Pegasi. II Pegasi is a violent red giant star with a binary partner in a very close orbit. It is believed the gravitational interaction with its binary partner and the fact II Pegasi is a red giant is the root cause behind this energetic flare event. Doomsayers point to the Sun as a possible Earth-killer source, but the fact remains that our Sun is a very stable star. It does not have a binary partner (like II Pegasi), it has a predictable cycle (of approximately 11 years) and there is no evidence that our Sun contributed to any mass extinction event in the past via a huge Earth-directed flare. Very large solar flares have been observed (such as the 1859 Carrington white light flare)… but we are still here. In an added twist, solar physicists are surprised by the lack of solar activity at the start of this 24th solar cycle, leading to some scientists to speculate we might be on the verge of another Maunder minimum and “Little Ice Age”. This is in stark contrast to NASA solar physicist’s 2006 prediction that this cycle will be a “doozy”. This leads me to conclude that we still have a long way to go when predicting solar flare events. Although space weather prediction is improving, it will be a few years yet until we can read the Sun accurately enough to say with any certainty just how active a solar cycle is going to be. So, regardless of prophecy, prediction or myth, there is no physical way to say that the Earth will be hit by any flare, let alone a big one in 2012. Even if a big flare did hit us, it will not be an extinction event. 
Early warning solves

Joseph Stromberg 13, writer for Smithsonian Magazine, What Damage Could Be Caused by a Massive Solar Storm?, February 22, http://blogs.smithsonianmag.com/science/author/strombergjm/
Both NASA and the National Weather Service’s Space Weather Prediction Center monitor solar activity and issue warnings when CMEs and other alterations in the solar wind occur. The SWPC’s current 3-day forecast predicts no storms over the weekend, despite this new enormous sunspot.

If a massive CME were spotted, such 3-day forecasts give us some lead time: there are some measures electric utilities could take to protect their equipment, such as quickly disconnecting transformers. Polar flights, which travel at the highest altitudes, could be rerouted to avoid contact with damaging solar particles, and some satellites could be switched into a safe mode to minimize damage. Here on Earth, at the very least, we’d have some time to prepare for potential power blackouts and other problems.

at food

No food scarcity

Jalsevac 4 (Paul, Life site news a division of Interim Publishing, “The Inherent Racism of Population Control”, http://www.lifesite.net/waronfamily/Population_Control/Inherentracism.pdf)
The pattern continues today. Economist Dennis Avery explained in 1995 that, food production was more than keeping pace with population growth since the world had, “more than doubled world food output in the past 30 years. We have raised food supplies per person by 25 percent in the populous Third World.”4 The United Nations Food and Agriculture Organization (UNFAO) also dispelled fears of shortages in the food supply when, in preparation for the World Food Summit in Rome in November of 1995 it reported that, “Globally food supplies have more than doubled in the last 40 years…at a global level, there is probably no obstacle to food production rising to meet demand.”5 The UNFAO also later estimated that, simply with the present available technologies fully employed, the world could feed 30 to 35 billion people, i.e. roughly six times the present world population.6 It also reported that the number of people considered malnourished has declined from 36 percent in 1961-1970 to 20 percent in 1988-90 and later proclaimed that “earlier fears of chronic food shortages over much of the world proved unfounded.”7 The World Bank joined in to predict in 1993 that the improvement in the world food supply would continue, while pointing out that in developing countries grain production has grown at a faster rate than population since 1985. Grain production has slowed in the United States, but that is because stocks have grown so large that additional production could not be stored.8 A further wealth of evidence is available to remove any concerns about resource shortage in the modern world.
Zero risk of starvation

Reichman 95 - Former senior editor at the Cato Institute (Sheldon “The International Population Stabilization and Reproductive Health Act (S. 1029)” http://www.cato.org/testimony/ct-ps720.html)
Food is abundant. Since 1948, according to the UN Food and Agriculture Organization and the U.S. Department of Agriculture, annual world food production has outpaced the increase in population. Today, per capita production and per-acre yields are at all-time highs. Prices of agricultural products have been falling for over 100 years. The average inflation-adjusted price of those products, indexed to wages, fell by more than 74 percent between 1950 and 1990. While Lester Brown of the Worldwatch Institute and the noted butterfly expert Paul Ehrlich predict higher food prices and increasing scarcity, food is becoming cheaper and more plentiful. That good news is due largely to technological advances (the "green revolution") that have provided better seeds, fertilizers, pesticides, and methods of farming. 

AT Opop

No impact to opop
Berezow 13 (Alex B. Berezow is the editor of RealClearScience and co-author of Science Left Behind., 3/5/2013, "Humanity is not a plague on earth: Column", www.usatoday.com/story/opinion/2013/03/05/humanity-is-not-a-plague-on-earth-column/1965485/)
The world population is not exploding out of control. In fact, it is slowing down. In January, David Attenborough, an internationally renowned host of nature documentaries, revealed how disconnected he is from nature. Mankind, he recently warned, is a "plague on the earth." He said, "Either we limit our population growth or the natural world will do it for us." Nobody told him that world population growth is already slowing in nearly every part of the world. In many countries, demographers worry more about a shrinking population than an exploding one. Americans haven't gotten the memo, either. A Center for Biological Diversity poll released last week reports that a majority of Americans worry about population growth sparking global warming, killing off endangered species or causing other environmental mayhem. And, they say, we have a "moral responsibility" to do something about it. Nevertheless, the notion that humanity is a blight upon the planet is a long discredited idea, long nurtured by a vocal cadre of fearful prophets. Fearful history Thomas Malthus predicted more than 200 years ago that world population growth would outpace food production, triggering mass starvations and disease. In 1977, Paul and Anne Ehrlich, along with Obama administration "science czar" John Holdren, authored a textbook that discussed population control, including the unsavory possibility of compulsory abortions. As recently as 2011, Anne Ehrlich compared humans to cancer cells. Yet, science says otherwise. Indeed, what Attenborough, the Ehrlichs and Holdren all have in common is an ignorance of demographic trends. Anyone who believes that humans will overrun the earth like ants at a picnic is ignoring the data. Wealth plays role According to the World Bank, the world's fertility rate is 2.45, slightly above the replacement rate of 2.1. Some demographers believe that by 2020, global fertility will drop below the replacement rate for the first time in history. Why? Because the world is getting richer. As people become wealthier, they have fewer kids. When times are good, instead of reproducing exponentially (like rabbits), people prefer to spend resources nurturing fewer children, for instance by investing in education and saving money for the future. This trend toward smaller families has been observed throughout the developed world, from the United States to Europe to Asia. The poorest parts of the world, most notably sub-Saharan Africa, still have sky-high fertility rates, but they are declining. The solution is just what it has been elsewhere: more education, easier access to contraception and economic growth. Catastrophe avoided. Consequently, no serious demographer believes that human population growth resembles cancer or the plague. On the contrary, the United Nations projects a global population of 9.3 billion by 2050 and 10.1 billion by 2100. In other words, it will take about 40 years to add 2 billion people, but 50 years to add 1 billion after that. After world population peaks, it is quite possible that it will stop growing altogether and might even decline. Despite all indications to the contrary, global population cataclysm isn't at hand and never will be unless the well-established and widely researched trends reverse themselves. That's not likely.

O/V

Happens in 30 minutes
Helfand and Pastore 9 (Ira Helfand, M.D., and John O. Pastore, M.D., are past presidents of Physicians for Social Responsibility., “U.S.-Russia nuclear war still a threat”, March 31, http://www.projo.com/opinion/contributors/content/CT_pastoreline_03-31-09_EODSCAO_v15.bbdf23.html)
Since the end of the Cold War, many have acted as though the danger of nuclear war has ended. It has not. There remain in the world more than 20,000 nuclear weapons. Alarmingly, more than 2,000 of these weapons in the U.S. and Russian arsenals remain on ready-alert status, commonly known as hair-trigger alert. They can be fired within five minutes and reach targets in the other country 30 minutes later. Just one of these weapons can destroy a city. A war involving a substantial number would cause devastation on a scale unprecedented in human history. A study conducted by Physicians for Social Responsibility in 2002 showed that if only 500 of the Russian weapons on high alert exploded over our cities, 100 million Americans would die in the first 30 minutes. An attack of this magnitude also would destroy the entire economic, communications and transportation infrastructure on which we all depend. Those who survived the initial attack would inhabit a nightmare landscape with huge swaths of the country blanketed with radioactive fallout and epidemic diseases rampant. They would have no food, no fuel, no electricity, no medicine, and certainly no organized health care. In the following months it is likely the vast majority of the U.S. population would die. Recent studies by the eminent climatologists Toon and Robock have shown that such a war would have a huge and immediate impact on climate world wide. If all of the warheads in the U.S. and Russian strategic arsenals were drawn into the conflict, the firestorms they caused would loft 180 million tons of soot and debris into the upper atmosphere — blotting out the sun. Temperatures across the globe would fall an average of 18 degrees Fahrenheit to levels not seen on earth since the depth of the last ice age, 18,000 years ago. Agriculture would stop, eco-systems would collapse, and many species, including perhaps our own, would become extinct. It is common to discuss nuclear war as a low-probability event. But is this true? We know of five occasions during the last 30 years when either the U.S. or Russia believed it was under attack and prepared a counter-attack. The most recent of these near misses occurred after the end of the Cold War on Jan. 25, 1995, when the Russians mistook a U.S. weather rocket launched from Norway for a possible attack.
Impact is immediate

IMF 12

(IMF Press Release No. 12/220, Statement by the 2012 Article IV Consultation Mission to the Russian Federation, June 13, 2012, http://www.imf.org/external/np/sec/pr/2012/pr12220.htm) 

“The Russian economy has recovered from the 2008-09 crisis and is now running close to its potential. High oil prices, strong wage growth, and robust consumption have supported demand. Meanwhile, the unemployment rate has fallen below 6 percent and capacity utilization in manufacturing has risen to its pre-crisis peak, suggesting that the remaining slack in the economy is small. While headline inflation slowed to 3.6 percent in May 2012, this owed mostly to a delay in administrative price increases and favorable food prices, and the IMF staff team’s measure of underlying inflation remains above 6 percent. “The outlook is for continued moderate growth and a rebound in inflation. Under unchanged policies, we project growth of about 4 percent both in 2012 and 2013. With the economy moving above potential, the supply-side factors muting prices reversing, and the exchange rate recently depreciating, inflation is projected to increase to around 6½ percent in 2012 and to remain at that level in 2013. “The ongoing turbulence in international markets is affecting Russia mostly through oil prices. The reliance on oil exports exposes Russia to declining oil prices, especially if accompanied by large capital outflows. The increased exchange rate flexibility has been a major policy advancement and is helping the Russian economy absorb external shocks, including spillovers from international developments.

Which means can’t concede solvency defense to take out the link because it’s perceptual
Lott 12

(Lott, Ph.D. in economics from UCLA John. “Yes, government policies could help bring down the price of gas – today”. March 13, 2012. FoxNews)
Still government policies can help lower gas prices today. Democrats and even some conservatives claim that there is nothing that can be done immediately to reduce oil prices. After all, they argue, even if the go ahead were given today to drill for more oil, it would take years before we would actually see it. But lower future prices do lower current prices. Just as speculators save oil for future consumption if they think that prices will rise, lower future prices mean that they won't keep their inventories, and selling them off now will lower today's prices. Thus, President Obama's bans on drilling raise prices in the future, but also raise them now. The US is only a relatively small part of a worldwide market for oil, but relatively inelastic demand for oil even small changes in quantity can produce significant changes in prices. Despite all the subsidies for so-called “green energy,” what is being produced there doesn’t come close to offsetting the energy lost from this oil production.

DA turns the case 

Baum 10

(Seth D. Baum, Department of Geography, Penn State, Rock Ethics Institute, Sustainability, "Is Humanity Doomed? Insights from Astobiology," January 19 2010 pg online @www.mdpi.com/2071-1050/2/2/591/pdf)

These “really bad” things can be any global catastrophe so large that it would permanently eliminate our capacity to colonize space before the world ends. Several phenomena may be so catastrophic, including nuclear warfare, pandemic outbreaks, ecological collapse, disruptive technology, and of course impact from a large asteroid. Risks of these events have been called global catastrophic risks or existential risks [40]. I will use the term existential risk here because it is our existence that is ultimately at stake. These risks are far more imminent than the end of the world. Therefore, if we care about long-term sustainability, then we should focus our efforts on avoiding these catastrophes, i.e., on reducing existential risk, so that future generations can colonize space. A focus on existential risk reduction will in some cases require a shift of focus for those working on sustainability. Much contemporary sustainability work helps to reduce existential risk, but some of it is more effective than others, and some other effective opportunities go overlooked. Sustainability work focused on more local concerns may not make much difference to the broader course of civilization— although much caution is warranted here, because, as sustainability researchers know well, local changes can often have universal consequences. Nonetheless, those who care about long-term sustainability should seek out opportunities to reduce existential risk with an eye towards eventual space colonization. 
Nuclear winter

Nuclear winter and extinction would occur – analogs prove—winter also blocks out the sun which would shut down the colony. 
Robock, 2009
Alan Robock, Professor of Climatology at Rutgers, 1-6-2009, “Nuclear Winter,” Encyclopedia of Earth, http://www.eoearth.org/article/Nuclear_winter

Nuclear winter is a theory based on computer model calculations. Normally, scientists test theories by doing experiments, but we never want to do this experiment in the real world. Thus we look for analogs that can inform us of parts of the theory. And there are many such analogs that convince us that the theory is correct:      * Cities burning. Unfortunately, we have several examples of cities burning, firestorms created by the intense release of energy, and smoke being pumped into the upper atmosphere. These include San Francisco as a result of the earthquake in 1906, and cities bombed in World War II, including Tokyo, Dresden, Hamburg, Darmstadt, Hiroshima, and Nagasaki.     * The seasonal cycle. In the winter, the climate is cooler, because the days are shorter and sunlight is less intense. Again, this helps us quantify the effects of reduction of solar radiation.     * The diurnal cycle. At night the Sun sets and it gets cold at the surface. If the Sun did not rise tomorrow, we already have an intuitive feel for how much cooling would take place and how fast it would cool.     * Volcanic eruptions. Explosive volcanic eruptions, such as those of Tambora in 1815, Krakatau in 1883 and Pinatubo in 1991, provide several lessons. The resulting sulfate aerosol cloud in the stratosphere is transported around the world by winds, thus supporting the results from the animations above. The surface temperature plummets after each large eruption, in proportion to the thickness of the stratospheric cloud. In fact 1816, following Tambora, is known as the "Year Without a Summer," with global cooling and famine. Following the Pinatubo eruption, global precipitation, river flow, and soil moisture all reduced, since cooling the planet by blocking sunlight has a strong effect on reducing evaporation and weakening the hydrologic cycle. This is also what the nuclear winter simulations show.     * Forest fires. Smoke from large forest fires sometimes is injected into the lower stratosphere. And the smoke is transported around the world, also producing cooling under the smoke.     * Dust storms on Mars. Occasionally, dust storms start in one region of Mars, but the dust is heated by the Sun, lofted into the upper atmosphere, and transported around the planet to completely enshroud it in a dust blanket. This process takes a couple weeks, just like our computer simulations for the nuclear winter smoke.     * Extinction of the dinosaurs. 65,000,000 years ago an asteroid or comet smashed into the Earth in southern Mexico. The resulting dust cloud, mixed with smoke from fires, blocked out the Sun, killing the dinosaurs, and starting the age of mammals. This Cretaceous-Tertiary (K-T) extinction may have been exacerbated by massive volcanism in India at the same time. This teaches us that large amounts of aerosols in Earth's atmosphere have caused massive climate change and extinction of species. The difference with nuclear winter is that the K-T extinction could not have been prevented. 

Err affirmative – cities have grown – means studies from the 80s understate the impact

Stenchikov et al, 2007
Georgiy L. Stenchikov, et al, Department of Atmospheric and Oceanic Sciences and Laboratory for Atmospheric and Space Physics, University of Colorado, Boulder, 7-5-2007, “Nuclear winter revisited with a modern climate model and current

[18] We do not conduct detailed new studies of the smoke and dust emissions from nuclear attacks here. Rather, we chose emissions based on previous studies so as to make our results comparable to them. Toon et al. [2007] point out that cities around the world have grown in the past 20 years, so that we would expect smoke emissions to be larger than before for the same targets. We encourage new analyses of the exact amount of smoke that would result, but it is beyond the scope of this paper. Roughly 150 Tg would be emitted by the use of the entire current global nuclear arsenal, with 5000 Mt explosive power, about 95% of which is in the arsenals of the United States and Russia (Table 2), and 50 Tg would be emitted by the use of 1/3 of the current nuclear arsenal.

Their evidence is politically motivated

Phillips, 2000
Dr. Alan Phillips, NUCLEAR WINTER REVISITED October 2000 http://www.peace.ca/nuclearwinterrevisited.htm

The prediction of nuclear winter was published by a group headed by Carl Sagan in 1983.  The initials of their names were T-T-A-P-S, so the paper and their book has become known as "t-taps".  It caused some alarm in government circles in U.S.A. and NATO countries, not so much because this further disaster would follow a nuclear war, but because of the boost it gave to the Peace Movement.   A number of studies were published in the next few years, including major reports by The Swedish Academy of Sciences (Ambio), the International Council of Scientific Unions (SCOPE), and the U.S. National Research Council.   There was a drive by government and the military establishment to minimize the matter, and after a few years the media were talking about "nuclear autumn".  (The most astonishing lies were propagated, e.g. that Carl Sagan admitted that his publication was "a propaganda scam".)  It was true that islands and coastal areas would have less severe temperature drops than the original predictions, because of the modifying effect of the ocean.  They would have violent storms instead, because of the big temperature difference between land and water.    In 1990 another paper was published by the T-TAPS group reviewing in detail the later studies, and showing that some modifications to their 1983 paper were necessary.  Some of these were in the direction of more severe changes, others towards milder changes.  The general picture was little changed.  The book: "A Path Where No Man Thought" by Sagan and Turco (one of the T's), also published in 1990, gives an account of current conclusions for the serious non-specialist reader.  It gives detailed descriptions of nuclear winters of different severity according to how many weapons were used, and against what targets.  If oil refineries and storage were the main targets, 100 bombs would be enough to cause a nuclear winter, and the smallest sizes of nuclear bombs would be effective in starting the fires."

They don’t account for longer anomalies 
Toon et al 7, Department of Atmospheric and Oceanic Sciences at the University of Colorado-Boulder, et al, March 2 2007

(Owen B., and Alan Robock, Department of Environmental Sciences at Rutgers, and Richard P Turco, Department of Atmospheric and Oceanic Sciences at UCLA, and Cardles Bardeen, Colorado-Boulder, and Luke Oman, Johns Hopkins, and Georgiy Stenchikov, Rutgers, “Consequences of Regional-Scale Nuclear Conflicts,” Science, http://www.envsci.rutgers.edu/~gera/nwinter/SciencePolicyForumNW.pdf, accessed October 18 2007)

However, indirect effects on surface land temperatures, precipitation rates, and growing season lengths (see figure, page 1225) would be likely to degrade agricultural productivity to an extent that historically has led to famines in Africa, India, and Japan after the 1783–1784 Laki eruption (13) or in the northeastern United States and Europe after the Tambora eruption of 1815 (5). Climatic anomalies could persist for a decade or more because of smoke stabilization, far longer than in previous nuclear winter calculations or after volcanic eruptions. Studies of the consequences of full-scale nuclear war show that indirect effects of the war could cause more casualties than direct ones, perhaps eliminating the majority of the world’s population (11, 12). Indirect effects such as damage to transportation, energy, medical, political, and social infrastructure could be limited to the combatant nations in a regional war. However, climate anomalies would threaten the world outside the combat zone. The predicted smoke emissions and fatalities per kiloton of explosive yield are roughly 100 times those expected from estimates for full-scale nuclear attacks with high-yield weapons (4).

AT Declining now

Tax relief coming next month – enables Russian drilling and exports

Carroll, writer for Bloomberg, 3/5/2013

(Joe, “Russia’s Oil Lead Challenged as Taxes Strangle Drilling,” http://www.bloomberg.com/news/2013-03-05/russia-s-oil-lead-challenged-as-taxes-strangle-drilling.html) 

The U.S. and Saudi Arabia are approaching Russia as the world’s leading oil producer, with production rising 12 percent in the U.S. and 5.9 percent in Saudi Arabia last year. The U.S. production spurt is 10 times Russia’s 1.2 percent growth rate.

The prime reason, according oil company executives on the ground, is the Russian failure so far to repeal taxes that devour more than two-thirds of the revenue from a barrel of crude and thus have choked output.
While Russia’s shale oil deposits sprawl over territory twice the size of U.S. discoveries, energy companies have little incentive to explore them because of production and mineral- extraction taxes that take the equivalent of $71 a barrel when crude trades for $100, said Donald Wolcott, chief executive officer of RusPetro Plc (RPO), a Moscow-based oil producer with wells in Western Siberia.

The Russian bureaucracy and Duma, the lower house of Russia’s parliament, haven’t fulfilled President Vladimir Putin’s call 11 months ago for tax breaks to spur drilling, Wolcott said in a telephone interview.

“There are hundreds of shale and tight-oil opportunities in Russia but the one thing missing is a tax break” to make drilling economical, said Thane Gustafson, a senior director at IHS Inc. who will lead a panel with executives from TNK-BP and Lukoil OAO at the IHS CERAWeek conference in Houston today. “The crews are there and the skills are there but it’s the above-ground tax issues that are limiting factors.”

Exxon Venture

Putin’s April pledge to reduce the tax burden on producers that explore more costly unconventional resources such as shale helped convince Exxon Mobil Corp. (XOM) to undertake a $3.2 billion venture with Russia’s Rosneft OAO. (ROSN) In exchange for access to the Arctic Ocean and Siberia, Exxon gave state-controlled Rosneft entry into oil fields from the Gulf of Mexico to the Canadian Rocky Mountains.

Other explorers counting on tax relief for unconventional drilling include TNK-BP, Gazprom Neft and Royal Dutch Shell Plc. TNK-BP began drilling pilot wells in formations including Severo-Khokhryakovskoye and Em-Egovskoye that hold an estimated 4.4 billion barrels of crude in December and January, respectfully, according to a Feb. 28 slide presentation. Those projects are expected to deliver their first crude later this year.

Gazprom Neft, the oil-producing arm of gas giant Gazprom OAO, has a partnership with Shell that plans to spend $80 million this year to explore the Salym shale exploration, Ekaterina Stenyakina, a spokeswoman for Gazprom Neft, said in a Jan. 31 e-mailed statement. The company estimates it has 3.67 billion barrels of resources in unconventional formations that would qualify for tax breaks, she said.

‘Adjusted’ Taxes

“Russia’s tax system needs to be adjusted to make their development economic,” Stenyakina wrote.

Russia produced an average of 10.73 million barrels a day last year -- leading the world for the second straight year -- according to an International Energy Agency report released on Feb. 13. Saudi Arabia ranked second with an average output of 9.57 million barrels a day while the U.S. ranked third with an average of 9.11 million barrels.

The IEA’s crude tallies include condensates and so-called natural gas liquids.

The impact of the production and mineral-extraction taxes when crude is selling for $100 a barrel means that, after paying pipeline fees, producers in Russia are left with about $22 a barrel to lease rigs, pay workers, rent equipment and service debt before recording any profit, said Wolcott, a petroleum engineer who oversaw production and reservoir performance at Mikhail Khodorkovsky’s Yukos Oil Co. from 1999 to 2005.

The production tax is the larger of the two, accounting for about $50 of the per-barrel levy when crude trades for $100. That would remain unchanged under Putin’s proposal.

Unprofitable Fields

The mineral-extraction tax, which accounts for about $21 of the government take, would be reduced or eliminated, depending on the criteria eventually adopted by the Duma, according to Wolcott. In addition to those two taxes, oil producers usually are charged another $7 a barrel in transportation costs, he said.

In other parts of the world, that level of taxation would make some fields unprofitable. Exxon Mobil, the world’s biggest energy company by market value, recorded production costs last year as high as $26.94 a barrel in some regions where it operates, according to a Feb. 27 U.S. Securities and Exchange Commission filing.

‘Aggressive Taxes’

The company, based in Irving, Texas, spent as little as $3.74 a barrel to pump crude in Asia and as much as $26.94 a barrel in Canada and South America, according to the filing.

Wolcott and others think relief is coming in Russia -- perhaps as soon as next month. The issue, he said, seems to be bureaucratic as Russian government regulators continue to mull how to structure the tax breaks and which geological formations will qualify. Once they weigh in, the recommendations will be forwarded to lawmakers for approval.
“Even when oil is $100 a barrel, here in Russia you’re operating in a low oil-price environment because of these really aggressive taxes,” Wolcott said. Tax relief “would certainly help” spur more drilling.
Tech advances increased drilling – high oil prices are key 

Bloomberg 3/19

(“Russia Adopts Texas Drilling to Revive Soviet Oil Fields” 19 March 2013, http://www.hellenicshippingnews.com/News.aspx?ElementId=5f8d33a1-0f3a-4f2d-b2f6-8569a47f43a7)

Fracking isn’t just for shale. In Russia, producers are importing techniques from the U.S. to squeeze billions of dollars of extra oil from Soviet-era fields.
TNK-BP, Russia’s third-largest producer, will use hydraulic fracturing combined with horizontal drilling in almost half the wells it sinks this year, a sixfold increase in just two years, the company said. OAO Rosneft (ROSN), OAO Lukoil (LKOH) and OAO Gazprom Neft have similar plans.

So-called fracking, the process of blasting oil from rock by injecting a mixture of water, sand and chemicals into wells, has been used for years in Russia’s Siberian oil heartland to stimulate production. What’s new is allying it with horizontal drilling, turning the drill-bit 90 degrees to bore horizontally to reach more oil-bearing rock. The pairing was perfected in the U.S. to get economically viable flows out of shale deposits. Used in Russia, producers are recovering 15 percent more crude from aging deposits.

“This is a very big change in the way the company approaches production that has literally happened in the last year and a half,” said Gazprom Neft’s deputy chief executive officer. “We have made breakthroughs.”

Enhancing production from decades-old fields is needed to maintain Russia’s crude production above 10 million barrels a day for a fourth year, a figure that surpasses Saudi Arabia and the U.S., said Cliff Kupchan, an analyst at Eurasia Group. Apart from the Russian state, which gets half its revenue from oil and gas, the other winners are suppliers of people and equipment to frack wells including Schlumberger Ltd. (SLB), Weatherford International Ltd. (WFT) and C.A.T. Oil AG.

Enhanced Production

“Rosneft is becoming a more technologically advanced company,” Igor Sechin, chief executive officer of Russia’s largest producer, said in a speech in Houston this month.

State-controlled Rosneft will employ the technique at 50 wells this year at its largest production unit, up from just three in 2012, according to a company presentation. Gazprom Neft, the oil unit of Russia’s natural gas monopoly, will double the number of wells where fracks are used this year.
Lukoil, Russia’s second-largest producer, plans to use fracking in 55 horizontal wells over nine years to raise projected production 15 percent at Urevskoye, a 60,000 barrel-a day Siberian field that first started pumping in the 1970s, a company presentation showed. The company expects to get an extra 35 million barrels from the field, valued at about $3.7 billion based on today’s price for Russia’s benchmark grade.

‘Big Change’

“Everyone is now using horizontal wells and the technologies paired with it like fracturing because that’s the most straightforward way to maximize returns,” said Lev Snykov, a partner at Greenwich Capital in Moscow.

Fracking allowed the exploitation of U.S. natural-gas reserves the industry previously considered useless, elevating America above Russia as the world’s largest producer of the commodity. Horizontal drilling increases fracking’s effectiveness by exposing more oil- and gas-bearing rock.

The process is now boosting U.S. oil production from so- called tight reservoirs in North Dakota and Texas. U.S. crude oil production reached 7 million barrels a day in December, the highest in 20 years, cutting the need for imports, according to the U.S. Energy Information Administration.

President Putin

As American production gains, Russian President Vladimir Putin has set a goal of maintaining production at more than 10 million barrels a day. Output, which reached a post-Soviet record of 10.4 million barrels a day in September, will be little changed this year or rise slightly, Deputy Prime Minister for Energy Arkady Dvorkovich said in February.

To help postpone production declines at existing fields, oil services companies are exporting expertise to Russia. Houston-based Schlumberger, the world’s largest oilfield- services provider, is vying with U.S. rivals such as Weatherford and Russian operators led by C.A.T. Oil.

Schlumberger has 12 separate fracturing fleets - the combination of machines and people needed for fracking -working in Russia, a company executive said. C.A.T., which says it has a market-leading share of 31 percent, has 15.

The boom in horizontal wells will cause the number of meters drilled every year to increase at least 40 percent by the end of the decade, according to research from Renaissance Capital.

“Russia under Putin is committed to maintaining production levels,” Eurasia’s Kupchan said by e-mail from New York. Companies like “Rosneft will be drilling and subcontracting unless the oil price really bottoms out.”
Growing Fast

The market is growing fast. Lukoil didn’t use fracking in a horizontal well in Siberia until 2011, a company official said. Since then it’s undertaken 215 such wells, adding about 19 million barrels of production. Lukoil plans fracking in 450 horizontal wells over the next three years.

TNK-BP, which is being acquired by Rosneft, plans 102 horizontal wells with fracking this year, double last year’s number and almost half of all the wells it’s drilling, the company’s press service said.

In time, fracking and horizontal drilling in Russia will spread from rejuvenating older fields to developing unconventional reserves.

The Bazhenov shale, a layer of rock the size of France that lies underneath Siberia’s producing fields, may hold more oil than Saudi Arabia, according to Russia’s subsoil agency. The geology is similar to North Dakota’s Bakken shale, where production has more than doubled in two years to 700,000 barrels a day, data compiled by Bloomberg show.

Gazprom Neft (SIBN) and partner Royal Dutch Shell Plc (RDSA) will spend $200 million over the next three years in the Salym area of the Bazhenov, according to the Russian company. Exxon Mobil Corp. (XOM) and Rosneft also plan to explore the area.

Of Russia’s three big energy companies, Gazprom has performed the best during the past three months, gaining about 2 percent in Moscow trading, beating the 1.6 percent decline of the benchmark Micex index. Lukoil shares have lost about 2.1 percent in the period, while Rosneft dropped 9.6 percent.

Source: Bloomberg
Production up and tax breaks coming 

Starinskaya 2/28

(Galina, “Shale oil threatens the economies of Russia and the Middle East”, February 28, 2013, Russia Beyond the Headlines – Asia)

TNK-BP explained to RBTH that it hires oil service companies to assist in the development of stranded reserves, since their hi-tech services and unique engineering solutions play a crucial role. For example, the company works closely with Schlumberger. Seven projects have been selected for pilot development. Some are already in play at the Kamenny, Em-Egovsk, Severo-Khokhryakovsk, and Samotlor fields. This year, TNK-BP is set to invest $100 million in the development of hard-to-reach reserves. If successful, oil production could see incremental growth of approximately 4 million metric tons in 2013-2015 (production in 2012 was 73 million metric tons). TNK-BP estimates that it holds around 2-4% of Russia's hard-to-reach oil.

Rosneft has 27 fields in Western Siberia (the Achimov, Bazhenov, and Tyumen formations) with estimated stranded oil reserves of 1.8 billion tons, plus it has struck a deal with ExxonMobil to develop 23 more sites. Another of its partners is Norway's Statoil.

Salym Petroleum Development (a joint venture between Gazprom Neft and Shell) plans to develop the Verkhne-Salym oil field. Gazprom Neft also has its own projects at the Krasnoleninsk field; drilling of the first appraisal well began there in January.

BP forecasts that by 2030 shale oil could account for more than 10% of Russia's total production. According to analyst Vitaly Kryukov of IFD Capital, the production schedule for hard-to-reach oil depends on a range of factors. First, companies need to understand the geology of such projects. The level of difficulty ranges from relatively easy in the U.S to fairly complex in China and Russia. Second, tax breaks should be granted for such projects, he notes. The Russian government is in the process of approving a bill to establish preferential rates of mineral extraction tax.
"Russian companies are active in the production of shale oil. It's wrong to suggest that we have missed the boat," says Gazprombank analyst Alexander Nazarov. "Besides, we still hold sufficiently large volumes of conventional oil." He says that foreign companies with experience of hard-to-reach oil are keen to enter the Russian market, and that the technologies can also be bought. "Overall, Russia can get a grip on the market and overtake the U.S. within a five-year time frame," he asserts. The only snag could be that hard-to-reach deposits in Russia are, on average, less logistically accessible that in the U.S. and Europe.

Uniqueness

Staying at $100 – key to revenue 

Russia & CIS Business & Financial Daily 3/1

(COMPANIES & MARKETS, March 1, 2013)

Urals crude could average at $105/barrel in 2013 - Klepach The Russian Economic Development Ministry thinks Urals crude could trade at around $105 a barrel in 2013, which would be above forecast. But this would not improve the budget deficit as any windfall would go into extra-budgetary funds, Deputy Economic Development Minister Andrei Klepach told reporters during a winter grains conference. "It's too soon to talk about the budget deficit because oil prices don't look as if they will be $97 a barrel, but rather $100 or even $105," he said. The difference in revenue between this and the forecast could be 500 billion rubles "which, true, will go not into the budget but into extra-budgetary funds," Klepach said. "So it's early to discuss the deficit. There are parameters that are already being implemented. It all still needs to be analyzed," he said. The government's official Urals price forecast as written into the 2013 budget is $97 a barrel, the 2014 forecast is $101 and the 2015 forecast - $104. A deficit of 0.8% of GDP is expected in 2013 and 0.2% in 2014. The 2015 budget should be practically balanced.

Slight declines will still keep it at $100 

Prime- Tass Business Newswire 2/26

(Prime-Tass English-language Business Newswire “Russia's Econ Min: Oil prices to stay above $100\bbl in 2013” February 26, 2013, SECTION: ECONOMY; OIL AND GAS)

The Economic Development Ministry expects the price of Brent oil to ease but remain above U.S. $100 per barrel in 2013, Deputy Minister Andrei Klepach said late on Monday. "Generally, the balance shows a decline. But we are unlikely to see a sharp decrease. Oil prices are likely to decline slightly, but to stay above $100 per barrel," Klepach said. The ministry's 2013 forecast for the price of Urals crude, Russia's main export item, stands at $97 per barrel, but it has not ruled out that the price may rise above $100. In 2012, the average price of the Urals blend amounted rose 1.15% to $110.52 per barrel. Klepach said that the current level of oil prices of around $115 per barrel of Brent mix is above the ministry's expectations, he said.

econ uniqueness

$100 key to resource rents and buying off opposition—that’s Adomanis—even if there’s inflation, Putin can buy off opposition which solves the backlash
Their ev says the economy is running above capacity

MOSCOW--The International Monetary Fund left its economic growth targets unchanged for Russia Friday, but recommended monetary tightening to deal with rising inflation. "We remain concerned about inflation. The economy is running at or above capacity," Odd Per Brekk, the IMF's representative in Russia, said. "Credit is growing at 30% annually, which is high," Mr. Brekk said. The central bank should act in the near term to raise borrowing costs, as the lender's monetary policy decisions take some time to filter through the economy, Mr. Brekk added. The central bank left rates unchanged for the seventh straight month in July.
AT econ resilient

$100 key to maintain GDP growth trend 

WPS Media Monitoring Agency (Russia) 3/4/2013

(Banking and Stock Exchange, Finance, Economics, Lexis)

Alexei Vedev, Director of the Center for Structural Studies at the Gaidar Institute, forecasts that the growth of Russia's GDP will be 3-3.1% provided that oil prices keep high, at over $100 per barrel. If the price falls below this level, inflation may jump to 10%, he adds. Experts at the Economic Expert Group make a slightly higher forecast. The growth of GDP will be not higher than 3.2%, says Head of the Group Evsey Gurvich.

Balanced budget based on $100 mark
Telegraph 11

(“Russian federal budget gambles on oil price stability” 02 Dec 2011, http://www.telegraph.co.uk/sponsored/russianow/business/8930612/Russian-federal-budget.html) 

Russian federal budget gambles on oil price stability. The Russian federal budget for 2012 to 2014 has been passed by the State Duma. Spending in a range of areas has been promised with social expenditure given top priority, closely followed by national defence and law enforcement. Wage rises for public sector staff are detailed, too. The budget is based on projections that GDP will rise by 12.8pc over the period going up to 72.493 trillion roubles (£1.5trn) by 2014. The acting finance minister, Anton Siluanov, said that the budget is balanced at an oil price assumption of $100 per barrel.
A decline past $100 destroys Russia’s economy—even if oil has bad effects, decline in prices is worse

S&P Rating 12 (Standard and Poor’s Rating Services, “Hooked on Oil: Russia’s Vulnerability to Oil Prices,” 5/20, World Finance Review, http://worldfinancereview.com/may%202012/33-34.pdf)//mat

AN ECONOMY LIFTED AND LET BY THE TIDE OF OIL The Russian economy’s very close correlation with commodity prices, ﬁrst and foremost with oil prices, has proved a boon over most of the past decade. Rapidly rising oil prices supported speedy expansion of its economy, sustained high current account and ﬁscal surpluses, and led to the rapid accumulation of ﬁscal reserves. These developments have supported signiﬁcant improvements in Russia’s creditworthiness after the sovereign had emerged from selective default only in December 2000. Russia’s foreign currency sovereign rating quickly rose from ‘B-’ at the beginning of 2001 to investment grade ‘BBB-’ by January 2005, and to a peak of ‘BBB+’ in September 2006. Nevertheless, Russia’s commodity dependency has at times also proved a burden. In 2008, Russia’s domestic economic bubble, which had in part been fed by rapidly rising oil prices, burst. In its wake, credit, asset prices, and economic activity started to correct. On top of that, global oil prices collapsed on the back of the global ﬁnancial crisis and a recession in most developed economies, delivering an additional shock to Russia’s economy. In line with these developments, our foreign currency rating on Russia dropped by one notch to ‘BBB’, its current level, in December 2008. The key indicators of Russia’s economic performance closely correlate with trends in oil prices. As for any commodity economy, Russia’s nominal GDP is driven not so much by growth of the real economy, but by commodity prices. Broadly the same trend is visible for Russia’s trade balance, where exports of crude and oil products account for well above 50% of all goods exports, while gas accounts for about another 10%, and metals for 20%. Hence, the trade balance patterns closely follow oil price developments. Even the Russian ruble’s exchange rate against the U.S. dollar, when adjusted for inﬂation differentials, follows oil prices very closely. Much in line with the trade balance, it tends to appreciate as oil prices rise, and to depreciate as oil prices fall. PUBLIC FINANCES ARE ADDICTED TO OIL The impact of oil prices on Russia’s public ﬁnances is even more pronounced than on the overall economy. This is the result of a combination of direct and indirect effects. The marginal total tax rate for exported crude oil amounts to 86%. We estimate that direct revenues from oil through the mineral extraction tax and export duties alone generated close to one-half of federal government revenue in 2011 and still more than a quarter of total general government revenue. These revenues are directly affected by changes in the oil price. Calculating the direct impact of oil price changes on budget revenues, assuming stable oil production and exports, we ﬁnd that a $10 change in the oil price leads to a 1% of GDP change in government revenues. On top of that, the strong impact the oil price has on economic activity--and hence the tax base--in Russia also creates an indirect channel through which oil prices affect the government’s general tax intake. Because a decrease in the oil price depresses GDP and hence incomes, proﬁt, and consumption in the economy, the government’s general tax intake is also reduced. We estimate this indirect effect to contribute another 0.4% of GDP change in government revenue per $10 change in oil price. The steep increase in the oil price over the past decade has not only led to a sustained improvement in Russia’s government nances, characterized by large government surpluses and the accumulation of government assets until 2008. Government expenditure programs, including countercyclical spending during the recession that started in 2008, have also led to a continuous rise in the budget breakeven price of oil, that is, the price of oil required to balance the general government budget. While the breakeven price of oil started off at about $20 at the start of the last decade, we now estimate it to amount to $120 in 2012. So unless the average annual oil price sets a new record in 2012, Russia’s budget is likely to be in deﬁcit this year. Russia’s ﬁscal expansion is also visible in the trend of the non-oil deﬁcit, that is, the budget deﬁcit excluding oil revenues. This has risen considerably, to an estimated 9.4% of GDP in 2011, from 4.8% of GDP in 2008, while at the same time the government’s non-oil revenues declined to 10.9% of GDP from 13.4%. The dependence on oil (and other commodities) remains a key vulnerability of Russia’s economy, in our view, and in particular of Russia’s public ﬁnances. On the one hand, oil prices this year so far are well above the government’s budget assumption of $100 and would support achievement of the 1.5% of GDP deﬁcit target, not considering any of the spending promises made by newly elected president Vladimir Putin during his presidential election campaign. However, a downward correction in oil prices, particularly if longer lasting, would quickly put considerable pressure on Russia’s public ﬁnances. OIL PRICE SHOCK STRESS SCENARIOS UNDERLINE RUSSIA’S VULNERABILITY To assess the vulnerability of Russia’s economy and its public ﬁ nances in general, we have considered and compared three scenarios. The ﬁrst is the base scenario of oil at $100 per bbl, which is also the government’s budget assumption. Second, we consider a moderate stress scenario, where the average annual oil price drops to $80 over 2012-2014. This is about the level in 2010, when oil prices had started to quickly recover post-crisis. Third, we examine a severe stress scenario, where the oil price drops to $60, the level seen in 2009 at the peak of the crisis. In the moderate stress scenario, with oil dropping to an annual average of $80 per bbl, we would expect the shock to the economy to lead to a slight contraction of the real economy in 2012. GDP per capita would contract even further, to $12,100 in 2012, from $13,200 in 2011, reﬂecting the strong inﬂuence of the oil price on the exchange rate, which leads nominal dollar GDP to contract. In the severe oil price shock scenario, with the oil price falling to $60, we would expect a severe recession, comparable to that in 2009, under which real GDP falls by 5.3% in 2012. GDP per capita would drop even further, by a total of 20% compared with 2011. Perhaps surprisingly at ﬁrst sight, the negative impact of the oil price shock on the current account balance is relatively moderate under both the moderate and the severe shock scenario. Yet, while the lower oil price will obviously lead to lower export revenues, there are two strong countervailing effects. The ﬁ rst is through the aforementioned correlation between the oil price and the exchange rate. As the oil price drops we would expect the exchange rate to weaken, which should act to moderate imports. Second, the strong negative impact of lower oil prices on GDP and incomes will further serve to lower imports, so that in sum the total decline in imports will compensate a large part of the decline in exports. As a comparison, we note that Russia’s current account balance declined from 6.2% in 2008, the year of peak oil prices, to 3.9% in 2009, when oil prices reached their post-crisis low. The impact on the government’s budget balance is already quite pronounced under the moderate stress scenario. In our scenario analysis, we assume that only budget revenues change, that the volume of oil production and exports remains unchanged, and that expenditure is executed as currently budgeted. Hence, we do not take into account potential consolidation efforts by the government, or potential countercyclical spending, as observed during the past crisis. We also do not take into account any of the additional spending promised by president-elect Vladimir Putin during the election campaign. Some experts estimate these spending promises to amount to an extra 9% of GDP over the next ﬁve years. Under the moderate scenario, we would expect the general government deﬁcit to reach 4.4% of GDP in 2012, compared with 1.6% in the base-case scenario, as a result of a 2.8% of GDP drop in government revenues. We would expect the deﬁcit to improve again slightly in the following years, but for it to remain high. As a result, the government’s slight net asset position of about 3% of GDP in 2011 would already be eroded by 2012. By 2014, the government would be in a net debt position of close to 5% of GDP. Considering that at the end of 2011 the government had assets of about 8% of GDP in its two reserve funds, the government would not have to rely solely on debt ﬁnancing to cover these budget deﬁcits. This should allow it to cope relatively well with the increased budget gap. In the severe stress scenario, the general government deﬁcit would rise to 8.2% of GDP in 2012 absent any countervailing measures by the government. We would expect it to still remain high at close to 6% of GDP by 2014. As a result, and compounded by the decline in nominal GDP, the government’s net debt burden would rise very quickly, reaching more than 13% by 2014, an increase of 16% of GDP over 2011. The debt ﬁnancing of these large government deﬁcits would in our view present a challenge to the government. We consider it questionable at what speed the government could--and would be willing to--monetize the full extent of the assets of its reserve funds, particularly the National Wealth Fund, in order to reduce its borrowing needs. On the other hand, the capacity and willingness of domestic and international capital markets to provide the funds needed to cover the budget gap (8.2% of 2014 GDP, equivalent to $143 billion) is untested. For comparison, we note that the largest gross amount the Russian government borrowed from capital markets over the past decade was the Russian ruble (RUB)1.4 trillion (2.6% of GDP) raised in 2011. As a result, in this situation the government would most likely have to contemplate potentially painful and pro-cyclical cuts in expenditure. At the same time, the government’s large funding requirement in this scenario would, at best, result in a signiﬁcant increase in borrowing rates. There would even be a risk that the sovereign’s funding challenge could trigger nervousness among investors, capital outﬂows, and additional pressure on the exchange rate. In any case, the sheer size of government borrowing would also crowd out funding to the private sector, further depressing Russia’s comparatively low investment ratio and adversely affecting the economy’s growth potential.
AT econ resilient

Investments are the only driver this year – oil is key
WPS Media Monitoring Agency (Russia) 3/4/2013

(Banking and Stock Exchange, Finance, Economics, Lexis)

The WB makes good its argument by a number of factors. The first one is a possible decline in the average price of oil. The WB experts forecast that the price of one barrel may go down from $105.8 to $102 in 2013. Another factor of risk is the unfavorable foreign economic environment. In particular, the economic situation in the euro-zone remains uncertain. In February, the European Commission announced forecasts showing that the European economy will start rising in 2014 at the earliest. One more reason for the downward revision of the WB's forecast is low economic activity in Russia seen late 2012. The growth rate of consumption and investment may slow down. The WB expects a recovery of investment to the former level by mid-2013.

The first findings of the study cited by the WB based on the data of the UN Industrial Development Organization covering 84 sectors in 134 countries show that new companies other than oil and gas ones take root in Russia badly. There are a few reasons for this. First of all, large companies, both by the number of employees and by revenue and sales, prevail in the Russian industry. Secondly, old companies provide employment and earnings at a low level compared with similar companies in other countries. "It may show that inefficient companies can exist in Russia for a longer period than they do in other countries. It hampers redistribution of resources to new companies coming into being in rapidly-growing sectors," the WB experts conclude. Thirdly, Russia is characterized by a wide spread of growth rates in various sectors (particularly in minor ones) compared with other countries. Fourthly, the Russian economy is more volatile compared with others and is marked by deep and long recessions standing in the way of companies in small sectors where companies "are facing hard business doing conditions and a severe noncompetitive environment."

"The World Bank adapts its forecasts for the trends which took shape in January. I should say that it was late in doing so," says Maxim Petronevich, chief expert at Gazprombank. His forecast is that economic growth will not exceed 3% and may be even slower. "The growth of GDP will slow down to 2.8%. There are a number of internal factors making this figure possible: a poor investment climate and capital outflow which may be as high in 2013 as it was last year. For the time being, the Economic Development Ministry expects USD 50 billion in capital outflow," agrees Natalia Akindinova, Head of the Center for Development at the Higher School of Economics. In 2012, the GDP was supported by the growth of household consumption. Now the goods turnover is tending downwards: it slowed down to 3-3.5% in January 2013 year on year.

"In 2012, the pace of economic growth was supported in many ways by consumer lending," adds Maxim Petronevich. "Now the growth of lending is slowing down." In his opinion, investments may be the only driver in 2013. "The positive trend took shape in 2012 when the proportion of investment in the sectors other than raw materials started rising. It's not clear how long this trend will keep, but if it stays at the level of 2012, we may show a moderate growth," says the expert. "Amid the uncertainty in Europe after the election in Italy, it is difficult to promote investment in the Russian economy," Konstantin Styrin, an expert at the New Economic School argues.

No alt causes 

Burke 12

(Justin, Eurasianet's Managing Editor, “Russia: Putinism and the Russian Economy” March 1, 2012, http://www.eurasianet.org/node/65070)

During his first go-round as president, Putin spoke repeatedly of a need to transform Russia’s economy. In a May 2006 speech to the Federation Council, for example, he said his administration was already taking “concrete steps to change the structure of our economy, and turn it into an economy of [technological] innovation.” And on May 8, 2008, the day he stepped down from the presidency and returned to the post of prime minister, he announced the government’s “number one priority” was economic diversification via the “development of innovative industries.” If figures compiled by Russia’s Federal Service for State Statistics (FSSS) are to be believed, Putin’s quest to create a knowledge-based, high-tech economy has been a dismal failure. Import-export data for the past 12 years shows that Russia’s role in the global economy remains that of raw materials supplier, and that the high price of oil & natural gas is all that stands in the way of Russia becoming a fiscal train wreck. When it comes to the state budget, the stability of Russia’s finances is dependent on an increase in the cost of energy. The Kremlin thus stands to benefit economically from increased tension between the West and Iran. Prior to the global financial crisis, Russia could balance its books with an oil price of about $90 per barrel, former Russian Finance Minister Alexei Kudrin said last September. Now, according to the Finance Ministry, the Russian budget needs an oil price of $117 per barrel this year to remain in good shape.
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Iraq

No escalation

Cook 7 – fellow at the Council on Foreign Relations

Steven A., and Ray Takeyh (fellow at the Council on Foreign Relations), Suzanne Maloney (senior fellow at Saban Center) Brookings Institution, International Herald Tribune, “Why the Iraq war won't engulf the Mideast,” 6-28, www.iht.com/articles/2007/06/28/opinion/edtakeyh.php

It is abundantly clear that major outside powers like Saudi Arabia, Iran and Turkey are heavily involved in Iraq. These countries have so much at stake in the future of Iraq that it is natural they would seek to influence political developments in the country. Yet, the Saudis, Iranians, Jordanians, Syrians, and others are very unlikely to go to war either to protect their own sect or ethnic group or to prevent one country from gaining the upper hand in Iraq. The reasons are fairly straightforward. First, Middle Eastern leaders, like politicians everywhere, are primarily interested in one thing: self-preservation. Committing forces to Iraq is an inherently risky proposition, which, if the conflict went badly, could threaten domestic political stability. Moreover, most Arab armies are geared toward regime protection rather than projecting power and thus have little capability for sending troops to Iraq. Second, there is cause for concern about the so-called blowback scenario in which jihadis returning from Iraq destabilize their home countries, plunging the region into conflict. Middle Eastern leaders are preparing for this possibility. Unlike in the 1990s, when Arab fighters in the Afghan jihad against the Soviet Union returned to Algeria, Egypt and Saudi Arabia and became a source of instability, Arab security services are being vigilant about who is coming in and going from their countries. In the last month, the Saudi government has arrested approximately 200 people suspected of ties with militants. Riyadh is also building a 700 kilometer wall along part of its frontier with Iraq in order to keep militants out of the kingdom. Finally, there is no precedent for Arab leaders to commit forces to conflicts in which they are not directly involved. The Iraqis and the Saudis did send small contingents to fight the Israelis in 1948 and 1967, but they were either ineffective or never made it. In the 1970s and 1980s, Arab countries other than Syria, which had a compelling interest in establishing its hegemony over Lebanon, never committed forces either to protect the Lebanese from the Israelis or from other Lebanese. The civil war in Lebanon was regarded as someone else's fight. Indeed, this is the way many leaders view the current situation in Iraq. To Cairo, Amman and Riyadh, the situation in Iraq is worrisome, but in the end it is an Iraqi and American fight. As far as Iranian mullahs are concerned, they have long preferred to press their interests through proxies as opposed to direct engagement. At a time when Tehran has access and influence over powerful Shiite militias, a massive cross-border incursion is both unlikely and unnecessary. So Iraqis will remain locked in a sectarian and ethnic struggle that outside powers may abet, but will remain within the borders of Iraq. The Middle East is a region both prone and accustomed to civil wars. But given its experience with ambiguous conflicts, the region has also developed an intuitive ability to contain its civil strife and prevent local conflicts from enveloping the entire Middle East. 

No escalation

Fettweis, Asst Prof Poli Sci – Tulane, Asst Prof National Security Affairs – US Naval War College, ‘7
(Christopher, “On the Consequences of Failure in Iraq,” Survival, Vol. 49, Iss. 4, December, p. 83 – 98) 

Without the US presence, a second argument goes, nothing would prevent Sunni-Shia violence from sweeping into every country where the religious divide exists. A Sunni bloc with centres in Riyadh and Cairo might face a Shia bloc headquartered in Tehran, both of which would face enormous pressure from their own people to fight proxy wars across the region. In addition to intra-Muslim civil war, cross-border warfare could not be ruled out. Jordan might be the first to send troops into Iraq to secure its own border; once the dam breaks, Iran, Turkey, Syria and Saudi Arabia might follow suit. The Middle East has no shortage of rivalries, any of which might descend into direct conflict after a destabilising US withdrawal. In the worst case, Iran might emerge as the regional hegemon, able to bully and blackmail its neighbours with its new nuclear arsenal. Saudi Arabia and Egypt would soon demand suitable deterrents of their own, and a nuclear arms race would envelop the region. Once again, however, none of these outcomes is particularly likely.
Wider war

No matter what the outcome in Iraq, the region is not likely to devolve into chaos. Although it might seem counter-intuitive, by most traditional measures the Middle East is very stable. Continuous, uninterrupted governance is the norm, not the exception; most Middle East regimes have been in power for decades. Its monarchies, from Morocco to Jordan to every Gulf state, have generally been in power since these countries gained independence. In Egypt Hosni Mubarak has ruled for almost three decades, and Muammar Gadhafi in Libya for almost four. The region's autocrats have been more likely to die quiet, natural deaths than meet the hangman or post-coup firing squads. Saddam's rather unpredictable regime, which attacked its neighbours twice, was one of the few exceptions to this pattern of stability, and he met an end unusual for the modern Middle East. Its regimes have survived potentially destabilising shocks before, and they would be likely to do so again.
The region actually experiences very little cross-border warfare, and even less since the end of the Cold War. Saddam again provided an exception, as did the Israelis, with their adventures in Lebanon. Israel fought four wars with neighbouring states in the first 25 years of its existence, but none in the 34 years since. Vicious civil wars that once engulfed Lebanon and Algeria have gone quiet, and its ethnic conflicts do not make the region particularly unique.

The biggest risk of an American withdrawal is intensified civil war in Iraq rather than regional conflagration. Iraq's neighbours will likely not prove eager to fight each other to determine who gets to be the next country to spend itself into penury propping up an unpopular puppet regime next door. As much as the Saudis and Iranians may threaten to intervene on behalf of their co-religionists, they have shown no eagerness to replace the counter-insurgency role that American troops play today. If the United States, with its remarkable military and unlimited resources, could not bring about its desired solutions in Iraq, why would any other country think it could do so?17

Common interest, not the presence of the US military, provides the ultimate foundation for stability. All ruling regimes in the Middle East share a common (and understandable) fear of instability. It is the interest of every actor - the Iraqis, their neighbours and the rest of the world - to see a stable, functioning government emerge in Iraq. If the United States were to withdraw, increased regional cooperation to address that common interest is far more likely than outright warfare.

