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Fiscal cliff negotiations will succeed now, but pre-election groundwork key

Jonathan Weisman, NYTimes, 10/1/12, Leaders at Work on Plan to Avert Mandatory Cuts, www.nytimes.com/2012/10/02/us/senate-leaders-at-work-on-plan-to-avert-fiscal-cliff.html?_r=2&hp&&pagewanted=all
Senate leaders are closing in on a path for dealing with the “fiscal cliff” facing the country in January, opting to try to use a postelection session of Congress to reach agreement on a comprehensive deficit reduction deal rather than a short-term solution. Senate Democrats and Republicans remain far apart on the details, and House Republicans continue to resist any discussion of tax increases. But lawmakers and aides say that a bipartisan group of senators is coalescing around an ambitious three-step process to avert a series of automatic tax increases and deep spending cuts.

Plan kills PC

Petroleum Intelligence Weekly, 1/9/12, Obama Plays Safe on Energy Policy, Lexis
With less than a year to go until he faces re-election, US President Barack Obama is trying to avoid controversial energy policy decisions, postponing the finalization of restrictions on oil refinery and power plant emissions and delaying the approval of a major crude pipeline project. The president’s caution will prolong the status quo on issues where the industry both opposes and supports the administration’s plans, and also illustrates what's at stake for energy policy depending on whether or not Obama is given another four years in office. Most of Obama's original campaign pledges on promoting alternatives to fossil fuels and tackling climate change have not passed muster with Congress, most notably an ambitious plan for national carbon controls, a subsequent toned-down clean energy standard floated after the carbon legislation failed, and repeated efforts to repeal $30 billion-$40 billion worth of oil industry tax deductions over 10 years ( PIW May9'11 ). The one exception has been the passage of $90 billion in clean energy funding as part of an economic stimulus bill passed early in Obama's term, but the White House has been unable to repeat this success in other energy policy areas ( PIW Feb.23'09 ).

Presidential leadership is key to a compromise – the alternative is the collapse of hegemony and war in the Middle East

Hutchison, U.S. Senator from the great state of Texas, 9/21/2012

(Kay Bailey, “A Looming Threat to National Security,” States News Service, Lexis)

Despite warnings of the dire consequences, America is teetering at the edge of a fiscal cliff, with January 1st, 2013 as the tipping point. On that date, unless Congress and the White House can reach agreement on how to cut the federal deficit, all taxpayers will be hit with higher taxes and deep cuts - called "sequestration" - will occur in almost all government spending, disrupting our already weak economy and putting our national security at risk. According to the House Armed Services Committee, if sequestration goes into effect, it would put us on course for more than $1 trillion in defense cuts over the next 10 years. What would that mean? A huge hit to our military personnel and their families; devastating cuts in funding for critical military equipment and supplies for our soldiers; and a potentially catastrophic blow to our national defense and security capabilities in a time of increasing violence and danger. All Americans feel a debt of gratitude to our men and women who serve in uniform. But Texas in particular has a culture that not only reveres the commitment and sacrifice they make to protect our freedom, we send a disproportionate number of our sons and daughters to serve. The burden is not borne solely by those who continue to answer the call of duty, but by their families as well, as they endure separation and the anxiety of a loved one going off to war. These Americans have made tremendous sacrifices. They deserve better than to face threats to their financial security and increased risks to their loved ones in uniform, purely for political gamesmanship. Sequestration would also place an additional burden on our economy. In the industries that support national defense, as many as 1 million skilled workers could be laid off. With 43 straight months of unemployment above 8 percent, it is beyond comprehension to add a virtual army to the 23 million Americans who are already out of work or under-employed. Government and private economic forecasters warn that sequestration will push the country back into recession next year. The recent murder of our Ambassador to Libya and members of his staff, attacks on US embassies and consulates and continued riots across the Middle East and North Africa are stark reminders that great portions of the world remain volatile and hostile to the US. We have the mantle of responsibility that being the world's lone super-power brings. In the absence of U.S. military leadership, upheaval in the Middle East would be worse. As any student of history can attest, instability does not confine itself to national borders. Strife that starts in one country can spread like wildfire across a region. Sequestration's cuts would reduce an additional 100,000 airmen, Marines, sailors and soldiers. That would leave us with the smallest ground force since 1940, the smallest naval fleet since 1915 and the smallest tactical fighter force in the Air Force's history. With the destabilization in the Middle East and other areas tenuous, we would be left with a crippled military, a diminished stature internationally and a loss of technological research, development and advantage - just as actors across the globe are increasing their capabilities. Sequestration can still be avoided. But that will require leadership from the President that has thus far been missing. Congress and the White House must reach a long-term agreement to reduce $1 trillion annual budget deficits, without the harsh tax increases that could stall economic growth and punish working families.

Middle East goes nuclear
James A. Russell, Senior Lecturer, National Security Affairs, Naval Postgraduate School, ‘9 (Spring) “Strategic Stability Reconsidered: Prospects for Escalation and Nuclear War in the Middle East” IFRI, Proliferation Papers, #26, http://www.ifri.org/downloads/PP26_Russell_2009.pdf 

Strategic stability in the region is thus undermined by various factors: (1) asymmetric interests in the bargaining framework that can introduce unpredictable behavior from actors; (2) the presence of non-state actors that introduce unpredictability into relationships between the antagonists; (3) incompatible assumptions about the structure of the deterrent relationship that makes the bargaining framework strategically unstable; (4) perceptions by Israel and the United States that its window of opportunity for military action is closing, which could prompt a preventive attack; (5) the prospect that Iran’s response to pre-emptive attacks could involve unconventional weapons, which could prompt escalation by Israel and/or the United States; (6) the lack of a communications framework to build trust and cooperation among framework participants. These systemic weaknesses in the coercive bargaining framework all suggest that escalation by any the parties could happen either on purpose or as a result of miscalculation or the pressures of wartime circumstance. Given these factors, it is disturbingly easy to imagine scenarios under which a conflict could quickly escalate in which the regional antagonists would consider the use of chemical, biological, or nuclear weapons. It would be a mistake to believe the nuclear taboo can somehow magically keep nuclear weapons from being used in the context of an unstable strategic framework. Systemic asymmetries between actors in fact suggest a certain increase in the probability of war – a war in which escalation could happen quickly and from a variety of participants. Once such a war starts, events would likely develop a momentum all their own and decision-making would consequently be shaped in unpredictable ways. The international community must take this possibility seriously, and muster every tool at its disposal to prevent such an outcome, which would be an unprecedented disaster for the peoples of the region, with substantial risk for the entire world. 
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Financial incentives must disburse federal funds for energy production—mandates and regulations are indirect incentive—that crushes limits

Webb, sessional lecture – Faculty of Law @ University of Ottawa, ‘93
(Kernaghan, 31 Alta. L. Rev. 501)

One of the obstacles to intelligent discussion of this topic is the tremendous potential for confusion about what is meant by several of the key terms involved. In the hopes of contributing to the development of a consistent and precise vocabulary applying to this important but understudied area of regulatory activity, various terms are defined below. In this paper, "financial incentives" are taken to mean disbursements18 of public funds or contingent commitments to individuals and organizations, intended to encourage, support or induce certain behaviours in accordance with express public policy objectives. They take the form of grants, contributions, repayable contributions, loans, loan guarantees and insurance, subsidies, procurement contracts and tax expenditures.19 Needless to say, the ability of government to achieve desired behaviour may vary with the type of incentive in use: up-front disbursements of funds (such as with contributions and procurement contracts) may put government in a better position to dictate the terms upon which assistance is provided than contingent disbursements such as loan guarantees and insurance. In some cases, the incentive aspects of the funding come from the conditions attached to use of the monies.20 In others, the mere existence of a program providing financial assistance for a particular activity (eg. low interest loans for a nuclear power plant, or a pulp mill) may be taken as government approval of that activity, and in that sense, an incentive to encourage that type of activity has been created.21 Given the wide variety of incentive types, it will not be possible in a paper of this length to provide anything more than a cursory discussion of some of the main incentives used.22 And, needless to say, the comments made herein concerning accountability apply to differing degrees depending upon the type of incentive under consideration. By limiting the definition of financial incentives to initiatives where public funds are either disbursed or contingently committed, a large number of regulatory programs with incentive effects which exist, but in which no money is forthcoming,23 are excluded from direct examination in this paper. Such programs might be referred to as indirect incentives. Through elimination of indirect incentives from the scope of discussion, the definition of the incentive instrument becomes both more manageable and more particular. Nevertheless, it is possible that much of the approach taken here may be usefully applied to these types of indirect incentives as well.24 Also excluded from discussion here are social assistance programs such as welfare and ad hoc industry bailout initiatives because such programs are not designed primarily to encourage behaviours in furtherance of specific public policy objectives. In effect, these programs are assistance, but they are not incentives.

Vote Neg—plethora of bidirectional mechanisms impact energy markets in ways that could increase production—only direct financial disbursements for increased production create a predictable and manageable topic—prerequisite to negative ground and preparation

EIA, Energy Information Administration, Office of Energy Markets and End Use, U.S. DOE, ‘92
(“Federal Energy Subsidies: Direct and Indirect Interventions in Energy Markets,” ftp://tonto.eia.doe.gov/service/emeu9202.pdf)

In some sense, most Federal policies have the potential to affect energy markets. Policies supporting economic stability or economic growth have energy market consequences; so also do Government policies supporting highway development or affordable housing. The interaction between any of these policies and energy market outcomes may be worthy of study. However, energy impacts of such policies would be incidental to their primary purpose and are not examined here. Instead, this report focuses on Government actions whose prima facie purpose is to affect energy market outcomes, whether through financial incentives, regulation, public enterprise, or research and development.
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The 50 states should establish a feed-in tariff that creates long-term purchase contracts for new qualifying facilities that use wind power, solar power, or wind and solar power for energy production to ensure a reasonable rate of return.
That solves 

Fulton, 12

(Deutsche Bank Climate Change Adviser, June, “Ramping up Renewables: Leveraging State RPS Programs amid Uncertain Federal Support,” http://uspref.org/wp-content/uploads/2012/06/Ramping-up-Renewables-Leveraging-State-RPS-Programs-amid-Uncertain-Federal-Support-US-PREF-White-Paper1.pdf)

To diversify America’s energy mix and hedge against uncertainty in the price of fossil fuels (in particular natural gas), state policymakers can increase long-term support for renewable energy demand. Measures such as strengthening existing RPS targets, procuring more renewable electricity from large-scale projects through reverse auctions, and introducing additional incentives such as CLEAN (Clean Local Energy Accessible Now) programs, feed-in tariffs, and performance-based incentive rebates can increase such support for renewable energy. Provided that they protect the energy diversity benefits of distributed generation, policies to broaden interstate trade in Renewable Energy Credits (RECs) may be another option to consider. Don’t forget about wholesale distributed generation: CLEAN and feed-in tariff programs. One often neglected market segment is wholesale distributed generation: projects of 1-20 MW in size that – rather than off-setting customer usage (as is the case with residential solar PV) – generate power on the utility-side-of-the-meter and sell at wholesale rates to either a utility or electricity retailer. To the extent that policymakers seek to support growth of this market segment, a promising way to do so is through CLEAN (Clean Local Energy Accessible Now) programs. CLEAN programs (also known as feed-in tariffs) offer standard, fixed price, long-term power purchase agreements; while the offered price in such programs is usually determined up-front, it may then later be adjusted as the market responds. Such programs are particularly promising for promoting the growth of “wholesale distributed generation,” meaning distributed generation of 1-20 MW in size. Following passage of California Senate Bill 32, the CPUC has recently released details of a new CLEAN mechanism in California. The mechanism, known as Renewable Market Adjusting Tariff (Re-MAT) will be available for systems up to 3 MW in size; the Re-MAT programs links payments to owners of renewable energy systems to the weighted average contract price that California’s three investor-owned utilities recorded in their Nov 2011 reverse auction For more detail on CLEAN programs in general and the specifics of California’s new program in particular, see Appendix VII. In addition, a FERC order in 2011 regarding implementation by the California Public Utilities Commission of a feed-in tariff to support development of combined heat and power generation (134 FERC ¶ 61,044 (2011) (January 20, Order Denying Rehearing) paves the way for even greater use of feed-in tariffs to meet state RPS and other policy objectives. In this order FERC found the concept of a multi-tiered avoided cost rate structure to be consistent with the avoided cost rate requirements set forth in the Public Utilities Regulatory Policy Act (PURPA) and its subsequent regulations. Complementary Federal Policies through the PTC and ITC This ruling affords states greater ability to establish feed-in tariff rates at levels that would support private investment, including in renewable energy generation. 
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Renewables to increase production feeds the existing paradigm of ceaseless consumption and technophilia
Byrne et al 9

http://bst.sagepub.com/content/29/2/81.full.pdf+html
Center for Energy and Environmental Policy Established in 1980 at the University of Delaware, the Center is a leading institution for interdisciplinary graduate education, research, and advocacy in energy and environmental policy. CEEP is led by Dr. John Byrne, Distinguished Professor of Energy & Climate Policy at the University. For his contributions to Working Group III of the Intergovernmental Panel on Climate Change (IPCC) since 1992, he shares the 2007 Nobel Peace Prize with the Panel's authors and review editors.
Green Titans The threat of global warming has propelled renewable energy from policy Siberia to policy priority. Its impressive rise to prominence has been swift and, also, puzzling. While renewables lack the industrial heft of nuclear power, they nevertheless have left the engineering garage and are now courted in the boardrooms of big industry and big finance. Their recent success has been aptly described as a passage “from love-ins to logos” (Glover, 2006). Power and profit projections once reserved solely for the globally integrated fossil fuel system now extend to include renewable energy markets as well. Industry proponents and market analysts project billions of dollars in growth in the renewable energy market over the next decade. Wave, wind, solar, and hydropower are all considered essential technologies to address energy demand in a carbon-constrained world. Reminiscent of the institutional alliances that led to the creation of the industrial mega-energy systems that have dominated modernity, the call for public and private investment in renewable energy has the political ring and economic ka-ching normally reserved for the overlords of the modern energy scheme. The corporate renewable energy movement has studied the tactics of its competitors and adapted them to their needs. Appropriating the symbols of technology triumphalism of nuclear power (Byrne, Glover, & Alroe, 2006, p. 16-17), corporate renewable energy has launched a campaign for, fittingly, a “Manhattan Project” that can vault Big Wind and other renewables with extra-large size ambitions to a new level (Wilson, 2008). The new order is visualized with imagery suggesting the benign nature of giant wind turbines in pastoral settings. To secure the support of technologically minded moderns, these same turbines are applauded for their complexity and scale—far larger than the Statue of Liberty, built with the exotic chemistry of composites, and aerodynamically designed with highly sophisticated computer models, the technology readily earns hi-tech status (Parfit, 2005). Contesting the imagery is difficult. Big Wind resisters cite noise, bird mortality, and the industrialization of heretofore largely untrammeled land and seascapes in their arguments against Big Wind farms. But supporters counter with scientific evidence offered by experts ranging from ornithologists to acoustics specialists and underscore the larger threat of global warming in defense of these carbon-free alternatives. Importantly, the green energy case pits one set of environmental values against another, and depends on the priority of climate change to win out. But equally important, the environmental case for green energy fails to challenge the affluence-based development path secured by earlier energy systems. Rather than questioning the underlying premise of modern society to produce and consume without constraint, contemporary green energy advocates warmly embrace creating “bigger and more complex machines to spur and sate an endlessly increasing world energy demand” (Byrne & Toly, 2006, p. 3) Marketing slogans originally justifying fossil energy-based obesity can be revamped to suit the new green energy agenda: choosier mothers choose renewables and better living through green energy will motivate the postclimate change consumer to do the right thing. Yet the green energy agenda will not change the cause of the global warming threat (and so many other environmental harms), namely, unlimited consumption and production. In this sense, large renewable energy systems, touted as saviors of the planet, actually appear mainly to save modernity. A final problem specific to an extra-large green energy project is the distinctive environmental alienation it can produce. The march of commodification is spurred by the green titans as they seek to enter historic commons areas such as mountain passes, pasture lands, coastal areas, and the oceans, in order to collect renewable energy. Although it is not possible to formally privatize the wind or solar radiation (for example), the extensive technological lattices created to harvest renewable energy on a grand scale functionally preempt commons management of these resources.10 Previous efforts to harness the kinetic energy of flowing waters should have taught the designers of the mega-green energy program and their environmental allies that environmental and social effects will be massive and will preempt commons-based, society-nature relations. Instead of learning this lesson, the technophilic awe that inspired earlier energy obesity now emboldens efforts to tame the winds, waters, and sunlight—the final frontiers of he society-nature commons—all to serve the revised modern ideal of endless, but low- to no- carbon emitting, economic growth.
The alternative is to reject the aff to embrace a communal relationship to energy. 

Neoliberalism causes extinction—only a return to communal ethics can save the planet. 

Ehrenfeld ‘5 (David, Dept. of Ecology, Evolution, and Natural Resources @ Rutgers University, “The Environmental Limits to Globalization”, 

Conservation Biology Vol. 19 No. 2 April 2005)
The known effects of globalization on the environment are numerous and highly significant. Many others are undoubtedly unknown. Given these circumstances, the first question that suggests itself is: Will globalization, as we see it now, remain a permanent state of affairs (Rees 2002; Ehrenfeld 2003a)? The principal environmental side effects of globalization—climate change, resource exhaustion (particularly cheap energy), damage to agroecosystems, and the spread of exotic species, including pathogens (plant, animal, and human)—are sufficient to make this economic system unstable and short-lived. The socioeconomic consequences of globalization are likely to do the same. In my book The Arrogance of Humanism (1981), I claimed that our ability to manage global systems, which depends on our being able to predict the results of the things we do, or even to understand the systems we have created, has been greatly exaggerated. Much of our alleged control is science fiction; it doesn’t work because of theoretical limits that we ignore at our peril. We live in a dream world in which reality testing is something we must never, never do, lest we awake. In 1984 Charles Perrow explored the reasons why we have trouble predicting what so many of our own created systems will do, and why they surprise us so unpleasantly while we think we are managing them. In his book Normal Accidents, which does not concern globalization, he listed the critical characteristics of some of today’s complex systems. They are highly interlinked, so a change in one part can affect many others, even those that seem quite distant. Results of some processes feed back on themselves in unexpected ways. The controls of the system often interact with each other unpredictably. We have only indirect ways of finding out what is happening inside the system. And we have an incomplete understanding of some of the system’s processes. His example of such a system is a nuclear power plant, and this, he explained, is why system-wide accidents in nuclear plants cannot be predicted or eliminated by system design. I would argue that globalization is a similar system, also subject to catastrophic accidents, many of them environmental—events that we cannot define until after they have occurred, and perhaps not even then. The comparatively few commentators who have predicted the collapse of globalization have generally given social reasons to support their arguments. These deserve some consideration here, if only because the environmental and social consequences of globalization interact so strongly with each other. In 1998, the British political economist John Gray, giving scant attention to environmental factors, nevertheless came to the conclusion that globalization is unstable and will be short-lived. He said, “There is nothing in today’s global market that buffers it against the social strains arising from highly uneven economic development within and between the world’s diverse societies.” The result, Gray states, is that “The combination of [an] unceasing stream of new technologies, unfettered market competition and weak or fractured social institutions” has weakened both sovereign states and multinational corporations in their ability to control important events. Note that Gray claims that not only nations but also multinational corporations, which are widely touted as controlling the world, are being weakened by globalization. This idea may come as a surprise, considering the growth of multinationals in the past few decades, but I believe it is true. Neither governments nor giant corporations are even remotely capable of controlling the environmental or social forces released by globalization, without first controlling globalization itself. Two of the social critics of globalization with the most dire predictions about its doom are themselves masters of the process. The late Sir James Goldsmith, billionaire financier, wrote in 1994, It must surely be a mistake to adopt an economic policy which makes you rich if you eliminate your national workforce and transfer production abroad, and which bankrupts you if you continue to employ your own people.... It is the poor in the rich countries who will subsidize the rich in the poor countries. This will have a serious impact on the social cohesion of nations. Another free-trade billionaire, George Soros, said much the same thing in 1995: “The collapse of the global marketplace would be a traumatic event with unimaginable consequences. Yet I find it easier to imagine than the continuation of the present regime.” How much more powerful these statements are if we factor in the environment! As globalization collapses, what will happen to people, biodiversity, and ecosystems? With respect to people, the gift of prophecy is not required to answer this question. What will happen depends on where you are and how you live. Many citizens of the Third World are still comparatively self-sufficient; an unknown number of these will survive the breakdown of globalization and its attendant chaos. In the developed world, there are also people with resources of self-sufficiency and a growing understanding of the nature of our social and environmental problems, which may help them bridge the years of crisis. Some species are adaptable; some are not. For the non- human residents of Earth, not all news will be bad. Who would have predicted that wild turkeys (Meleagris gallopavo), one of the wiliest and most evasive of woodland birds, extinct in New Jersey 50 years ago, would now be found in every county of this the most densely populated state, and even, occasionally, in adjacent Manhattan? Who would have predicted that black bears (Ursus americanus), also virtually extinct in the state in the mid-twentieth century, would now number in the thousands (Ehrenfeld 2001)? Of course these recoveries are unusual—rare bright spots in a darker landscape. Finally, a few ecological systems may survive in a comparatively undamaged state; most will be stressed to the breaking point, directly or indirectly, by many environmental and social factors interacting unpredictably. Lady Luck, as always, will have much to say. In his book The Collapse of Complex Societies, the archaeologist Joseph Tainter (1988) notes that collapse, which has happened to all past empires, inevitably results in human systems of lower complexity and less specialization, less centralized control, lower economic activity, less information flow, lower population levels, less trade, and less redistribution of resources. All of these changes are inimical to globalization. This less-complex, less-globalized condition is probably what human societies will be like when the dust settles. I do not think, however, that we can make such specific predictions about the ultimate state of the environment after globalization, because we have never experienced anything like this exceptionally rapid, global environmental damage before. History and science have little to tell us in this situation. The end of the current economic system and the transition to a postglobalized state is and will be accompanied by a desperate last raid on resources and a chaotic flurry of environmental destruction whose results cannot possibly be told in advance. All one can say is that the surviving species, ecosystems, and resources will be greatly impoverished compared with what we have now, and our descendants will not thank us for having adopted, however briefly, an economic system that consumed their inheritance and damaged their planet so wantonly. Environment is a true bottom line—concern for its condition must trump all purely economic growth strategies if both the developed and developing nations are to survive and prosper. Awareness of the environmental limits that globalized industrial society denies or ignores should not, however, bring us to an extreme position of environmental determinism. Those whose preoccupations with modern civilization’s very real social problems cause them to reject or minimize the environmental constraints discussed here ( Hollander 2003) are guilty of seeing only half the picture. Environmental scientists sometimes fall into the same error. It is tempting to see the salvation of civilization and environment solely in terms of technological improvements in efficiency of energy extraction and use, control of pollution, conservation of water, and regulation of environmentally harmful activities. But such needed developments will not be sufficient—or may not even occur— without corresponding social change, including an end to human population growth and the glorification of consumption, along with the elimination of economic mechanisms that increase the gap between rich and poor. The environmental and social problems inherent in globalization are completely interrelated—any attempt to treat them as separate entities is unlikely to succeed in easing the transition to a postglobalized world. Integrated change that combines environmental awareness, technological innovation, and an altered world view is the only answer to the life-threatening problems exacerbated by globalization (Ehrenfeld 2003b). If such integrated change occurs in time, it will likely happen partly by our own design and partly as an unplanned response to the constraints imposed by social unrest, disease, and the economics of scarcity. With respect to the planned component of change, we are facing, as eloquently described by Rees (2002), “the ultimate challenge to human intelligence and self-awareness, those vital qualities we humans claim as uniquely our own. Homo sapiens will either. . .become fully human or wink out ignominiously, a guttering candle in a violent storm of our own making.” If change does not come quickly, our global civilization will join Tainter’s (1988) list as the latest and most dramatic example of collapsed complex societies. Is there anything that could slow globalization quickly, before it collapses disastrously of its own environmental and social weight? It is still not too late to curtail the use of energy, reinvigorate local and regional communities while restoring a culture of concern for each other, reduce nonessential global trade and especially global finance (Daly & Cobb 1989), do more to control introductions of exotic species (including pathogens), and accelerate the growth of sustainable agriculture. Many of the needed technologies are already in place. It is true that some of the damage to our environment—species extinctions, loss of crop and domestic animal varieties, many exotic species introductions, and some climatic change— will be beyond repair. Nevertheless, the opportunity to help our society move past globalization in an orderly way, while there is time, is worth our most creative and passionate efforts. The citizens of the United States and other nations have to understand that our global economic system has placed both our environment and our society in peril, a peril as great as that posed by any war of the twentieth century. This understanding, and the actions that follow, must come not only from enlightened leadership, but also from grassroots consciousness raising. It is still possible to reclaim the planet from a self-destructive economic system that is bringing us all down together, and this can be a task that bridges the divide between conservatives and liberals. The crisis is here, now. What we have to do has become obvious. Globalization can be scaled back to manageable proportions only in the context of an altered world view that rejects materialism even as it restores a sense of communal obligation. In this way, alone, can we achieve real homeland security, not just in the United States, but also in other nations, whose fates have become so thoroughly entwined with ours within the global environment we share.
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Obama win now by a decisive, but narrow margin

Mark Blumenthal, HuffPo, 10/1/12, New 2012 Polls Show Little Change In State Of Race , www.huffingtonpost.com/2012/10/01/2012-polls-obama-romney_n_1928472.html?utm_hp_ref=elections-2012

With attention turning to the first of three upcoming national debates, new polls show President Barack Obama continuing to hold a narrow lead over Republican nominee Mitt Romney, both nationwide and in the key battleground states that are likely to decide the election. Two new national surveys released on Monday morning both show a slightly closer race than most other recent polls, although those new results are consistent with previous surveys from the same organizations, indicating that Obama's September lead is holding. The new Washington Post/ABC News survey finds Obama leading by just 2 percentage points nationwide (49 percent to 47 percent) among the voters deemed most likely to vote. But that result was no different than their previous survey, taken just after the Democratic convention three weeks ago, which showed Obama with a 1-point edge (49 percent to 48 percent). However, among all registered voters nationwide, the new Post/ABC poll shows Obama leading by 5 percentage points (49 percent to 44 percent), again the same margin as their survey found three weeks ago. The Post also reports that Obama's lead over Romney is larger (52 percent to 41 percent) among a subset of likely voters in swing states. Similarly, a new Politico/George Washington University Battleground poll also finds Obama leading by 2 percentage points among likely voters (49 percent to 47 percent), a finding essentially unchanged from the 3-point Obama margin (50 percent to 47 percent) found in their previous survey. The four results have been collectively more favorable to Romney than those produced by other recent national polls, and more importantly, they have shown no statistically meaningful trend in September. The HuffPost Pollster tracking model, which draws on all national and state-level polling and corrects for consistent "house effect" differences among pollsters, continues to give Obama a slightly larger, 4 percentage point lead over Romney. Similarly, a handful of new statewide surveys released over the weekend shows results consistent with a 3- to 4-point Obama lead nationwide. In Iowa, a new Des Moines Register Iowa poll found Obama leading by 4 percentage points (49 percent to 45 percent), exactly the same margin as the Pollster tracking model. In Ohio, an automated recorded-voice survey by the Democratic-affiliated firm Public Policy Polling gives Obama a 4 percentage point advantage, while a new Columbus Dispatch mail-in survey gives Obama a 9-point lead. Not surprisingly, Obama's lead on the Pollster tracking model falls somewhere in between. Finally, another new PPP poll from North Carolina shows a dead-even race, with each candidate at 48 percent -- again, consistent with a similarly close margin on HuffPost's tracking model. North Carolina has been the closest of the 50 states over the last three weeks. Thus, the combination of national and statewide polling continues to show Obama leading Romney by statistically meaningful margins in all of the battleground states except North Carolina. Were he to carry all of the states where he is currently leading, Obama would win 332 electoral votes -- far more than the 270 needed to win. Romney currently leads in states accounting for 191 electoral votes. Can Wednesday night's nationally televised debates between Obama and Romney, the first of three to be held between now and late October, be a "game changer" for Romney? Not likely, according to George Washington University political scientist John Sides. "When it comes to shifting enough votes to decide the outcome of the election," Sides writes in the Washington Monthly, "presidential debates have rarely, if ever, mattered." Sides cites research by political scientists Robert Erikson and Christopher Wlezien, who studied polling from every election from 1952 to 2008 and found that while debates sometimes nudge results, they rarely produce substantial changes in voter preferences. Erikson and Wlezien found that since 1960, the leader in the polling before the debates remained the leader after the debates. The most significant before-and-after debate shift was toward Gerald Ford in his 1976 race against Jimmy Carter. However, as Erikson and Wlezien note, "Carter's support was in steady decline" during the final month of the race. It is worth remembering that while Obama enjoys a statistically meaningful lead in national polling, his margin remains relatively modest compared to past elections. So while a "nudge" toward Romney on the order of what debates produced in 1980, 2000 or 2004 might not be enough to move Romney ahead, it could make for a much closer race.

Additional renewables spending draws attention to Solyndra

Sandoval, 7-27

Michael Sandoval, an investigative reporter with The Heritage Foundation, 7-27-2012, “Abound Solar: Doomed to Fail Because of Election-Year Politics, Investor Says,” http://blog.heritage.org/2012/07/27/abound-solar-doomed-to-fail-because-of-election-year-politics-investor-says/
“After Solyndra, the Department of Energy was balking and not releasing any more money under the loan guarantee because they didn’t want to be embarrassed in an election year,” he told MarketWatch.

Hill met with Colorado Democrats like Gov. John Hickenlooper and Sen. Michael Bennet, but could not prevail upon them to act.
“None of these guys would touch it. They said ‘Solyndra is a poisonous issue,’” according to Hill.

The Department of Energy, which had granted Abound its $400 million loan guarantee, suddenly began to enforce many of the stringent benchmarks that precluded access to drawing down additional loan funds, something it only did in the wake of the Solyndra news, Hill said.

Solyndra secures undecided, disillusioned voters for Romney

Restuccia et al., 9-6

Andrew Restuccia, Darren Samuelsohn, Darren Goode, staff writer, Politico.com, “Who wins Solyndra message war?” lexis

Meanwhile, evidence is scant on how much mileage the Republicans are getting out of all their Solyndra messaging -- though their persistence is a sign that GOP strategists see promise there. And conservative groups have certainly spent big bucks promoting the message. Luke Frans, executive director of the GOP-aligned polling firm Resurgent Republic, said the issue hits home when people in focus groups hear about Solyndra's price tag and a version of how the Energy Department approved the company's $535 million loan guarantee. He said it's especially damaging for the president among swing voters. "Solyndra is an issue that puts President Obama in the context of being just another politician, instead of the transformative, post-partisan figure introduced to the electorate in 2008," said Frans, a former George W. Bush White House aide. "If you're a disillusioned Obama voter, this is an issue that reminds you why you're disillusioned," he added. But Frans acknowledged that Solyndra is not the top issue going into November. "It's not going to knock the economy off the top of the voting ballot," he said. Americans for Prosperity President Tim Phillips, whose group has spent at least $13.5 million on ads attacking Solyndra and the Obama stimulus, says the criticisms work best in context with the broader stimulus effort. "Solyndra is just an example," he said. After hosting focus groups, Phillips said he came away thinking that the goal isn't to get viewers to follow every detail of the Solyndra deal. "What you're hoping to do is give them a sense of a theme or just one information data point that rings true with something already in their mind, that confirms a broader belief," Phillips said. Jennifer Duffy, senior editor at the Cook Political Report, agreed that Solyndra doesn't work as a standalone issue. "Instead it's a symptom of what Republicans call 'Obama's failed economic policy.' It is one concrete example for voters that the stimulus/loan guarantees didn't work," she said. Romney aides say they have Republican National Committee testing that shows the Solyndra attacks work when boiled down to a one- to two-sentence message about the money lost and the company's connections to Obama donors. "It was the single, No. 1 most potent hit" among about 25 messages, including the growing national debt and a lack of "shovel ready job projects," a Romney aide said. "It even beat health care." Romney pollster Neil Newhouse, partner and co-founder of Public Opinion Strategies, said Solyndra represents "the poster child for wasted stimulus money. Americans thought it would go to job creation and it was essentially flushed down the toilet."
Romney win causes oil price spikes and Iran strikes. 
Hargreaves 9/24/12

Steve, staff writer for CNN money, “9 divisive energy issues for the election,” http://money.cnn.com/gallery/news/economy/2012/09/24/energy-obama-romney/index.html, AM

Obama has taken a tough line on Iran, imposing sanctions that have cut the country's oil exports in half. It remains to be seen whether that's enough to prevent the country from building a nuclear weapon. Romney says he would go even further, taking steps to cut off all of Iran's oil exports. Such a move could send oil prices higher. What would definitely send oil prices higher is a military strike on the country. It's not thought that either Romney or Obama would order such an attack solely over the nuclear program, but Israel may feel like it has more freedom to act on its own if Romney were president.
Extinction

Hirsch ‘5 
(Jorge Hirsch, Professor of Physics at the University of California at San Diego, a fellow of the American Physical Society, and organizer of a recent petition, circulated among leading physicists, opposing the new nuclear weapons policies adopted by the US in the past 5 years. He is a frequent commentator on Iran and nuclear weapons, “CAN A NUCLEAR STRIKE ON IRAN BE AVERTED,” HTTP://WWW.ANTIWAR.COM/ORIG/HIRSCH.PHP?ARTICLEID=8089) 

The Bush administration has put together all the elements it needs to justify the impending military action against Iran. Unlike in the case of Iraq, it will happen without warning, and most of the justifications will be issued after the fact. We will wake up one day to learn that facilities in Iran have been bombed in a joint U.S.-Israeli attack. It may even take another couple of days for the revelation that some of the U.S. bombs were nuclear. (Continues…) Why a Nuclear Attack on Iran Is a Bad Idea Now that we have outlined what is very close to happening, let us discuss briefly why everything possible should be done to prevent it. In a worst-case scenario, the attack will cause a violent reaction from Iran. Millions of "human wave" Iranian militias will storm into Iraq, and just as Saddam stopped them with chemical weapons, the U.S. will stop them with nuclear weapons, resulting potentially in hundreds of thousands of casualties. The Middle East will explode, and popular uprisings in Pakistan, Saudi Arabia, and other countries with pro-Western governments could be overtaken by radical regimes. Pakistan already has nuclear weapons, and a nuclear conflict could even lead to Russia's and Israel's involvement using nuclear weapons. In a best-case scenario, the U.S. will destroy all nuclear, chemical, and missile facilities in Iran with conventional and low-yield nuclear weapons in a lightning surprise attack, and Iran will be paralyzed and decide not to retaliate for fear of a vastly more devastating nuclear attack. In the short term, the U.S. will succeed, leaving no Iranian nuclear program, civilian or otherwise. Iran will no longer threaten Israel, a regime change will ensue, and a pro-Western government will emerge. However, even in the best-case scenario, the long-term consequences are dire. The nuclear threshold will have been crossed by a nuclear superpower against a non-nuclear country. Many more countries will rush to get their own nuclear weapons as a deterrent. With no taboo against the use of nuclear weapons, they will certainly be used again. Nuclear conflicts will occur within the next 10 to 20 years, and will escalate until much of the world is destroyed. Let us remember that the destructive power of existing nuclear arsenals is approximately one million times that of the Hiroshima bomb, enough to erase Earth's population many times over.
Competitiveness

Data disproves hegemony impacts

Fettweis, 11
Christopher J. Fettweis, Department of Political Science, Tulane University, 9/26/11, Free Riding or Restraint? Examining European Grand Strategy, Comparative Strategy, 30:316–332, EBSCO

It is perhaps worth noting that there is no evidence to support a direct relationship between the relative level of U.S. activism and international stability. In fact, the limited data we do have suggest the opposite may be true. During the 1990s, the United States cut back on its defense spending fairly substantially. By 1998, the United States was spending $100 billion less on defense in real terms than it had in 1990.51 To internationalists, defense hawks and believers in hegemonic stability, this irresponsible “peace dividend” endangered both national and global security. “No serious analyst of American military capabilities,” argued Kristol and Kagan, “doubts that the defense budget has been cut much too far to meet America’s responsibilities to itself and to world peace.”52 On the other hand, if the pacific trends were not based upon U.S. hegemony but a strengthening norm against interstate war, one would not have expected an increase in global instability and violence. The verdict from the past two decades is fairly plain: The world grew more peaceful while the United States cut its forces. No state seemed to believe that its security was endangered by a less-capable United States military, or at least none took any action that would suggest such a belief. No militaries were enhanced to address power vacuums, no security dilemmas drove insecurity or arms races, and no regional balancing occurred once the stabilizing presence of the U.S. military was diminished. The rest of the world acted as if the threat of international war was not a pressing concern, despite the reduction in U.S. capabilities. Most of all, the United States and its allies were no less safe. The incidence and magnitude of global conflict declined while the United States cut its military spending under President Clinton, and kept declining as the Bush Administration ramped the spending back up. No complex statistical analysis should be necessary to reach the conclusion that the two are unrelated. Military spending figures by themselves are insufficient to disprove a connection between overall U.S. actions and international stability. Once again, one could presumably argue that spending is not the only or even the best indication of hegemony, and that it is instead U.S. foreign political and security commitments that maintain stability. Since neither was significantly altered during this period, instability should not have been expected. Alternately, advocates of hegemonic stability could believe that relative rather than absolute spending is decisive in bringing peace. Although the United States cut back on its spending during the 1990s, its relative advantage never wavered. However, even if it is true that either U.S. commitments or relative spending account for global pacific trends, then at the very least stability can evidently be maintained at drastically lower levels of both. In other words, even if one can be allowed to argue in the alternative for a moment and suppose that there is in fact a level of engagement below which the United States cannot drop without increasing international disorder, a rational grand strategist would still recommend cutting back on engagement and spending until that level is determined. Grand strategic decisions are never final; continual adjustments can and must be made as time goes on. Basic logic suggests that the United States ought to spend the minimum amount of its blood and treasure while seeking the maximum return on its investment. And if the current era of stability is as stable as many believe it to be, no increase in conflict would ever occur irrespective of U.S. spending, which would save untold trillions for an increasingly debt-ridden nation. It is also perhaps worth noting that if opposite trends had unfolded, if other states had reacted to news of cuts in U.S. defense spending with more aggressive or insecure behavior, then internationalists would surely argue that their expectations had been fulfilled. If increases in conflict would have been interpreted as proof of the wisdom of internationalist strategies, then logical consistency demands that the lack thereof should at least pose a problem. As it stands, the only evidence we have regarding the likely systemic reaction to a more restrained United States suggests that the current peaceful trends are unrelated to U.S. military spending. Evidently the rest of the world can operate quite effectively without the presence of a global policeman. Those who think otherwise base their view on faith alone.

Competitiveness not key to heg
Brooks and Wohlforth, 8

[Stephen G. Brooks is Assistant Professor and William C. Wohlforth is Professor in the Department of Government at Dartmouth College, “World out of Balance, International Relations and the Challenge of American Primacy,” p. 32-35]

American primacy is also rooted in the county's position as the world's leading technological power. The United States remains dominant globally in overall R&D investments, high-technology production, commercial innovation, and higher education (table 2.3). Despite the weight of this evidence, elite perceptions of U.S. power had shifted toward pessimism by the middle of the first decade of this century. As we noted in chapter 1, this was partly the result of an Iraq-induced doubt about the utility of material predominance, a doubt redolent of the post-Vietnam mood. In retrospect, many assessments of U.S. economic and technological prowess from the 1990s were overly optimistic; by the next decade important potential vulnerabilities were evident. In particular, chronically imbalanced domestic finances and accelerating public debt convinced some analysts that the United States once again confronted a competitiveness crisis.23 If concerns continue to mount, this will count as the fourth such crisis since 1945; the first three occurred during the 1950s (Sputnik), the 1970s (Vietnam and stagflation), and the 1980s (the Soviet threat and Japan's challenge). None of these crises, however, shifted the international system's structure: multipolarity did not return in the 1960s, 1970s, or early 1990s, and each scare over competitiveness ended with the American position of primacy retained or strengthened.24 Our review of the evidence of U.S. predominance is not meant to suggest that the United States lacks vulnerabilities or causes for concern. In fact, it confronts a number of significant vulnerabilities; of course, this is also true of the other major powers.25 The point is that adverse trends for the United States will not cause a polarity shift in the near future. If we take a long view of U.S. competitiveness and the prospects for relative declines in economic and technological dominance, one takeaway stands out: relative power shifts slowly. The United States has accounted for a quarter to a third of global output for over a century. No other economy will match its combination of wealth, size, technological capacity, and productivity in the foreseeable future (tables 2.2 and 2.3). The depth, scale, and projected longevity of the U.S. lead in each critical dimension of power are noteworthy. But what truly distinguishes the current distribution of capabilities is American dominance in all of them simultaneously. The chief lesson of Kennedy's 500-year survey of leading powers is that nothing remotely similar ever occurred in the historical experience that informs modern international relations theory. The implication is both simple and underappreciated: the counterbalancing constraint is inoperative and will remain so until the distribution of capabilities changes fundamentally. The next section explains why.

China can’t catch up and no risk of war
Zenko 12 (Micah Zenko, Fellow in the Center for Preventive Action at the Council on Foreign Relations, and MIchael Cohen, Senior Fellow at the American Security Project, serves on the board of the National Security Network and has taught at Columbia University’s School of International and Public Affairs, served in the U.S. Department of State, former Senior Vice President at the strategic communications firm of Robinson, Lerer and Montgomery, bachelor’s degree in international relations from American University and a master’s degree from Columbia University, 3/14/2012, "Clear and Present Safety", yaleglobal.yale.edu/content/clear-and-present-safety)

As the threat from transnational terrorist groups dwindles, the United States also faces few risks from other states. China is the most obvious potential rival to the United States, and there is little doubt that China’s rise will pose a challenge to U.S. economic interests. Moreover, there is an unresolved debate among Chinese political and military leaders about China’s proper global role, and the lack of transparency from China’s senior leadership about its long-term foreign policy objectives is a cause for concern. However, the present security threat to the U.S. mainland is practically nonexistent and will remain so. Even as China tries to modernize its military, its defense spending is still approximately one-ninth that of the United States. In 2012, the Pentagon will spend roughly as much on military research and development alone as China will spend on its entire military. While China clumsily flexes its muscles in the Far East by threatening to deny access to disputed maritime resources, a recent Pentagon report noted that China’s military ambitions remain dominated by “regional contingencies” and that the People’s Liberation Army has made little progress in developing capabilities that “extend global reach or power projection.” In the coming years, China will enlarge its regional role, but this growth will only threaten U.S. interests if Washington attempts to dominate East Asia and fails to consider China’s legitimate regional interests. It is true that China’s neighbors sometimes fear that China will not resolve its disputes peacefully, but this has compelled Asian countries to cooperate with the United States, maintaining bilateral alliances that together form a strong security architecture and limit China’s room to maneuver. The strongest arguments made by those warning of Chinese influence revolve around economic policy. The list of complaints includes a host of Chinese policies, from intellectual property theft and currency manipulation to economic espionage and domestic subsidies. Yet none of those is likely to lead to direct conflict with the United States beyond the competition inherent in international trade, which does not produce zero-sum outcomes and is constrained by dispute-resolution mechanisms, such as those of the World Trade Organization. If anything, China’s export-driven economic strategy, along with its large reserves of U.S. Treasury bonds, suggests that Beijing will continue to prefer a strong United States to a weak one.

Competitiveness isn’t zero-sum – 

A. We’ll get tech no matter who makes it

Bhide, 9

[Amar,  Glaubinger Professor of Business at Columbia University, editor of Capitalism and Society, member of the Council on Foreign Relations, and author of The Origin and Evolution of New Businesses, “ The Venturesome Economy: How Innovation Sustains

Prosperity in a More Connected World,” Journal of Applied Corporate Finance • Volume 21 Number 1, Winter 2009]

The techno-nationalist claim that U.S. prosperity requires that the country “maintain its scientific and technological lead” is particularly dubious: the argument fails to recognize that the development of scientific knowledge or cutting-edge technology is not a zero-sum competition. The results of scientific research are available at no charge to anyone anywhere in the world. Most arguments for the public funding of scientific research are in fact based on the unwillingness of private investors to undertake research that cannot yield a profit. Cutting-edge technology (as opposed to scientific research) has commercial value because it can be patented; but patent owners generally don’t charge higher fees to foreign licensors. The then tiny Japanese company Sony was one of the first licensors of Bell Labs’ transistor patent. Sony paid all of $50,000—and only after first obtaining special permission from the Japanese Ministry of Finance—for the license that started it on the road to becoming a household name in consumer electronics. Moreover, if patent holders choose not to grant licenses but to exploit their inventions on their own, this does not mean that the country of origin secures most of the benefit at the expense of other countries. Suppose IBM chooses to exploit internally, instead of licensing, a breakthrough from its China Research Laboratory (employing 150 research staff in Beijing). This does not help China and hurt everyone else. Rather, as I discuss at length later, the benefits go to IBM’s stockholders, to employees who make or market the product that embodies the invention, and—above all—to customers, who secure the lion’s share of the benefit from most innovations. These stockholders, employees, and customers, who number in the tens of millions, are located all over the world. In a world where breakthrough ideas easily cross national borders, the origin of ideas is inconsequential. Contrary to Thomas Friedman’s assertion, it does not matter that Google’s search algorithm was invented in California. After all, a Briton invented the protocols of the World Wide Web—in a lab in Switzerland. A Swede and a Dane in Tallinn, Estonia, started Skype, the leading provider of peer-to-peer Internet telephony. How did the foreign origins of these innovations harm the U.S. economy? 

B. We can commercialize tech fastest – proves location of technological innovation is irrelevant and competitiveness is sustainable

The Economist, 6

[“Venturesome consumption.” Economist, 00130613, 7/29/2006, Vol. 380, Issue 8488 ]

 In a marvellously contrarian new paper*, Amar Bhidé, of Columbia University's business school, argues that these supposed remedies, and the worries that lie behind them, are based on a misconception of how innovation works and of how it contributes to economic growth. Mr Bhidé finds plenty of nice things to say about many of the things that most trouble critics of the American economy: consumption as opposed to thrift; a plentiful supply of consumer credit; Wal-Mart; even the marketing arms of drug companies.  He thinks that good managers may be at least as valuable as science and engineering graduates (though given where he works, perhaps he is talking his own book). But he has nothing nice to say about the prophets of technological doom.

Mr Bhidé says that the doomsayers are guilty of the "techno-fetishism and techno-nationalism" described in 1995 by two economists, Sylvia Ostry and Richard Nelson. This consists, first, of paying too much attention to the upstream development of new inventions and technologies by scientists and engineers, and too little to the downstream process of turning these inventions into products that tempt people to part with their money, and, second, of the belief that national leadership in upstream activities is the same thing as leadership in generating economic value from innovation.

But nowadays innovation--a complex, gradual process, often involving many firms making incremental advances over many years--is not much constrained by national borders, argues Mr Bhidé. Indeed, the sort of upstream innovation (the big ideas of those scientists and engineers) most celebrated by those who fear its movement to China and India is the hardest to keep locked up in the domestic market.
The least internationally mobile innovation, on the other hand, is the downstream sort, where big ideas are made suitable for a local market. Mr Bhidé argues that this downstream innovation, which is far more complex and customised than the original upstream invention, is the most valuable kind and what America is best at. Moreover, perhaps the most important fact overlooked by the techno-nationalists, notes Mr Bhidé, is that most of the value of innovations accrues to their users not their creators--and stays in the country where the innovation is consumed. So if China and India do more invention, so much the better for American consumers.

The most important part of innovation may be the willingness of consumers, whether individuals or firms, to try new products and services, says Mr Bhidé. In his view, it is America's venturesome consumers that drive the country's leadership in innovation. Particularly important has been the venturesome consumption of new innovations by American firms. Although America has a lowish overall investment rate compared with other rich countries, it has a very high rate of adoption of information technology (IT). Contrast that with Japan (the original technology bogeyman from the East) where, despite an abundance of inventive scientists and engineers, many firms remain primitive in their use of IT. 

No workforce crisis 

Hosek, National Defense Research Institute at RAND, PhD Economics @ Chicago, ‘8
(James, and Titus Galama, “U.S. Competitiveness in Science and Technology,” http://www.rand.org/pubs/monographs/2008/RAND_MG674.pdf)

We consider two indicators of shortage—unusually low unemployment and high wage growth for scientists and engineers—and we make comparisons relative to past trends within science and engineering and relative to other high-skill occupations. These are only broad indicators. There may be no broad evidence of a shortage, yet a shortage could be present at a micro-level—for instance, at a particular moment a firm can have difficulty finding enough qualified engineers to meet its hiring requirements. If micro-level shortages were widely present and persistent, they would result in lower unemployment and faster wage growth, as firms adjusted their hiring standards and wage offers.

The unemployment rate has been the same in S&E occupations as in non-S&E occupations, except during the 1991 recession and the years following the end of the dot.com boom at the end of the 1990s, when the S&E unemployment rate was higher (see Figure 3.17). The greater cyclical sensitivity of S&E unemployment in 1991 and the early 2000s deserves further investigation, but it might be related to the rapid expansion in employment that occurred in information technology (see below). Workers not educated in S&E may have entered occupations classified as “computer science” or “information technology” and been counted as S&E workers, yet were more expendable by firms hit hard by the downturn.

Figure 3.18 presents a three-year moving average of the median salary from 1989 to 2004 for workers with at least a bachelor’s degree, with separate trend lines for scientists and engineers, lawyers, doctors and other non-S&E occupations. Doctors, lawyers, and many scientists and engineers have a professional degree or a doctorate in addition to a bachelor’s degree, so it is not surprising that their median salaries are higher than for other non-S&E occupations. But the figure is useful in showing the change in median salary over time, where we find average annual increases of 1.8 percent for doctors and 0.8 percent for lawyers compared with 0.9 percent for scientists and engineers, over 1995 to 2005. Salaries in non-S&E occupations excluding lawyers and medical doctors grew at only 0.3 percent per year. In sum, unemployment and wage growth patterns are thus not unusual and do not point to the presence of a chronic or cyclical shortage in S&E. Indeed, Trivedi (2006) argues that there is an oversupply of PhDs in the life sciences.

Grid

Cyber war infeasible

Clark, MA candidate – Intelligence Studies @ American Military University, senior analyst – Chenega Federal Systems, 4/28/’12
(Paul, “The Risk of Disruption or Destruction of Critical U.S. Infrastructure by an Offensive Cyber Attack,” American Military University)

The Department of Homeland Security worries that our critical infrastructure and key resources (CIKR) may be exposed, both directly and indirectly, to multiple threats because of CIKR reliance on the global cyber infrastructure, an infrastructure that is under routine cyberattack by a “spectrum of malicious actors” (National Infrastructure Protection Plan 2009). CIKR in the extremely large and complex U.S. economy spans multiple sectors including agricultural, finance and banking, dams and water resources, public health and emergency services, military and defense, transportation and shipping, and energy (National Infrastructure Protection Plan 2009). The disruption and destruction of public and private infrastructure is part of warfare, without this infrastructure conflict cannot be sustained (Geers 2011). Cyber-attacks are desirable because they are considered to be a relatively “low cost and long range” weapon (Lewis 2010), but prior to the creation of Stuxnet, the first cyber-weapon, the ability to disrupt and destroy critical infrastructure through cyber-attack was theoretical. The movement of an offensive cyber-weapon from conceptual to actual has forced the United States to question whether offensive cyber-attacks are a significant threat that are able to disrupt or destroy CIKR to the level that national security is seriously degraded. It is important to understand the risk posed to national security by cyber-attacks to ensure that government responses are appropriate to the threat and balance security with privacy and civil liberty concerns. The risk posed to CIKR from cyber-attack can be evaluated by measuring the threat from cyber-attack against the vulnerability of a CIKR target and the consequences of CIKR disruption. As the only known cyber-weapon, Stuxnet has been thoroughly analyzed and used as a model for predicting future cyber-weapons. The U.S. electrical grid, a key component in the CIKR energy sector, is a target that has been analyzed for vulnerabilities and the consequences of disruption predicted – the electrical grid has been used in multiple attack scenarios including a classified scenario provided to the U.S. Congress in 2012 (Rohde 2012). Stuxnet will serve as the weapon and the U.S. electrical grid will serve as the target in this risk analysis that concludes that there is a low risk of disruption or destruction of critical infrastructure from a an offensive cyber-weapon because of the complexity of the attack path, the limited capability of non-state adversaries to develop cyber-weapons, and the existence of multiple methods of mitigating the cyber-attacks. To evaluate the threat posed by a Stuxnet-like cyber-weapon, the complexity of the weapon, the available attack vectors for the weapon, and the resilience of the weapon must be understood. The complexity – how difficult and expensive it was to create the weapon – identifies the relative cost and availability of the weapon; inexpensive and simple to build will be more prevalent than expensive and difficult to build. Attack vectors are the available methods of attack; the larger the number, the more severe the threat. For example, attack vectors for a cyberweapon may be email attachments, peer-to-peer applications, websites, and infected USB devices or compact discs. Finally, the resilience of the weapon determines its availability and affects its usefulness. A useful weapon is one that is resistant to disruption (resilient) and is therefore available and reliable. These concepts are seen in the AK-47 assault rifle – a simple, inexpensive, reliable and effective weapon – and carry over to information technology structures (Weitz 2012). The evaluation of Stuxnet identified malware that is “unusually complex and large” and required code written in multiple languages (Chen 2010) in order to complete a variety of specific functions contained in a “vast array” of components – it is one of the most complex threats ever analyzed by Symantec (Falliere, Murchu and Chien 2011). To be successful, Stuxnet required a high level of technical knowledge across multiple disciplines, a laboratory with the target equipment configured for testing, and a foreign intelligence capability to collect information on the target network and attack vectors (Kerr, Rollins and Theohary 2010). The malware also needed careful monitoring and maintenance because it could be easily disrupted; as a result Stuxnet was developed with a high degree of configurability and was upgraded multiple times in less than one year (Falliere, Murchu and Chien 2011). Once introduced into the network, the cyber-weapon then had to utilize four known vulnerabilities and four unknown vulnerabilities, known as zero-day exploits, in order to install itself and propagate across the target network (Falliere, Murchu and Chien 2011). Zero-day exploits are incredibly difficult to find and fewer than twelve out of the 12,000,000 pieces of malware discovered each year utilize zero-day exploits and this rarity makes them valuable, zero-days can fetch $50,000 to $500,000 each on the black market (Zetter 2011). The use of four rare exploits in a single piece of malware is “unprecedented” (Chen 2010). Along with the use of four unpublished exploits, Stuxnet also used the “first ever” programmable logic controller rootkit, a Windows rootkit, antivirus evasion techniques, intricate process injection routines, and other complex interfaces (Falliere, Murchu and Chien 2011) all wrapped up in “layers of encryption like Russian nesting dolls” (Zetter 2011) – including custom encryption algorithms (Karnouskos 2011). As the malware spread across the now-infected network it had to utilize additional vulnerabilities in proprietary Siemens industrial control software (ICS) and hardware used to control the equipment it was designed to sabotage. Some of these ICS vulnerabilities were published but some were unknown and required such a high degree of inside knowledge that there was speculation that a Siemens employee had been involved in the malware design (Kerr, Rollins and Theohary 2010). The unprecedented technical complexity of the Stuxnet cyber-weapon, along with the extensive technical and financial resources and foreign intelligence capabilities required for its development and deployment, indicates that the malware was likely developed by a nation-state (Kerr, Rollins and Theohary 2010). Stuxnet had very limited attack vectors. When a computer system is connected to the public Internet a host of attack vectors are available to the cyber-attacker (Institute for Security Technology Studies 2002). Web browser and browser plug-in vulnerabilities, cross-site scripting attacks, compromised email attachments, peer-to-peer applications, operating system and other application vulnerabilities are all vectors for the introduction of malware into an Internetconnected computer system. Networks that are not connected to the public internet are “air gapped,” a technical colloquialism to identify a physical separation between networks. Physical separation from the public Internet is a common safeguard for sensitive networks including classified U.S. government networks. If the target network is air gapped, infection can only occur through physical means – an infected disk or USB device that must be physically introduced into a possibly access controlled environment and connected to the air gapped network. The first step of the Stuxnet cyber-attack was to initially infect the target networks, a difficult task given the probable disconnected and well secured nature of the Iranian nuclear facilities. Stuxnet was introduced via a USB device to the target network, a method that suggests that the attackers were familiar with the configuration of the network and knew it was not connected to the public Internet (Chen 2010). This assessment is supported by two rare features in Stuxnet – having all necessary functionality for industrial sabotage fully embedded in the malware executable along with the ability to self-propagate and upgrade through a peer-to-peer method (Falliere, Murchu and Chien 2011). Developing an understanding of the target network configuration was a significant and daunting task based on Symantec’s assessment that Stuxnet repeatedly targeted a total of five different organizations over nearly one year (Falliere, Murchu and Chien 2011) with physical introduction via USB drive being the only available attack vector. The final factor in assessing the threat of a cyber-weapon is the resilience of the weapon. There are two primary factors that make Stuxnet non-resilient: the complexity of the weapon and the complexity of the target. Stuxnet was highly customized for sabotaging specific industrial systems (Karnouskos 2011) and needed a large number of very complex components and routines in order to increase its chance of success (Falliere, Murchu and Chien 2011). The malware required eight vulnerabilities in the Windows operating system to succeed and therefore would have failed if those vulnerabilities had been properly patched; four of the eight vulnerabilities were known to Microsoft and subject to elimination (Falliere, Murchu and Chien 2011). Stuxnet also required that two drivers be installed and required two stolen security certificates for installation (Falliere, Murchu and Chien 2011); driver installation would have failed if the stolen certificates had been revoked and marked as invalid. Finally, the configuration of systems is ever-changing as components are upgraded or replaced. There is no guarantee that the network that was mapped for vulnerabilities had not changed in the months, or years, it took to craft Stuxnet and successfully infect the target network. Had specific components of the target hardware changed – the targeted Siemens software or programmable logic controller – the attack would have failed. Threats are less of a threat when identified; this is why zero-day exploits are so valuable. Stuxnet went to great lengths to hide its existence from the target and utilized multiple rootkits, data manipulation routines, and virus avoidance techniques to stay undetected. The malware’s actions occurred only in memory to avoid leaving traces on disk, it masked its activities by running under legal programs, employed layers of encryption and code obfuscation, and uninstalled itself after a set period of time, all efforts to avoid detection because its authors knew that detection meant failure. As a result of the complexity of the malware, the changeable nature of the target network, and the chance of discovery, Stuxnet is not a resilient system. It is a fragile weapon that required an investment of time and money to constantly monitor, reconfigure, test and deploy over the course of a year. There is concern, with Stuxnet developed and available publicly, that the world is on the brink of a storm of highly sophisticated Stuxnet-derived cyber-weapons which can be used by hackers, organized criminals and terrorists (Chen 2010). As former counterterrorism advisor Richard Clarke describes it, there is concern that the technical brilliance of the United States “has created millions of potential monsters all over the world” (Rosenbaum 2012). Hyperbole aside, technical knowledge spreads. The techniques behind cyber-attacks are “constantly evolving and making use of lessons learned over time” (Institute for Security Technology Studies 2002) and the publication of the Stuxnet code may make it easier to copy the weapon (Kerr, Rollins and Theohary 2010). However, this is something of a zero-sum game because knowledge works both ways and cyber-security techniques are also evolving, and “understanding attack techniques more clearly is the first step toward increasing security” (Institute for Security Technology Studies 2002). Vulnerabilities are discovered and patched, intrusion detection and malware signatures are expanded and updated, and monitoring and analysis processes and methodologies are expanded and honed. Once the element of surprise is lost, weapons and tactics are less useful, this is the core of the argument that “uniquely surprising” stratagems like Stuxnet are single-use, like Pearl Harbor and the Trojan Horse, the “very success [of these attacks] precludes their repetition” (Mueller 2012). This paradigm has already been seen in the “son of Stuxnet” malware – named Duqu by its discoverers – that is based on the same modular code platform that created Stuxnet (Ragan 2011). With the techniques used by Stuxnet now known, other variants such as Duqu are being discovered and countered by security researchers (Laboratory of Cryptography and System Security 2011). It is obvious that the effort required to create, deploy, and maintain Stuxnet and its variants is massive and it is not clear that the rewards are worth the risk and effort. Given the location of initial infection and the number of infected systems in Iran (Falliere, Murchu and Chien 2011) it is believed that Iranian nuclear facilities were the target of the Stuxnet weapon. A significant amount of money and effort was invested in creating Stuxnet but yet the expected result – assuming that this was an attack that expected to damage production – was minimal at best. Iran claimed that Stuxnet caused only minor damage, probably at the Natanz enrichment facility, the Russian contractor Atomstroyeksport reported that no damage had occurred at the Bushehr facility, and an unidentified “senior diplomat” suggested that Iran was forced to shut down its centrifuge facility “for a few days” (Kerr, Rollins and Theohary 2010). Even the most optimistic estimates believe that Iran’s nuclear enrichment program was only delayed by months, or perhaps years (Rosenbaum 2012). The actual damage done by Stuxnet is not clear (Kerr, Rollins and Theohary 2010) and the primary damage appears to be to a higher number than average replacement of centrifuges at the Iran enrichment facility (Zetter 2011). Different targets may produce different results. The Iranian nuclear facility was a difficult target with limited attack vectors because of its isolation from the public Internet and restricted access to its facilities. What is the probability of a successful attack against the U.S. electrical grid and what are the potential consequences should this critical infrastructure be disrupted or destroyed? An attack against the electrical grid is a reasonable threat scenario since power systems are “a high priority target for military and insurgents” and there has been a trend towards utilizing commercial software and integrating utilities into the public Internet that has “increased vulnerability across the board” (Lewis 2010). Yet the increased vulnerabilities are mitigated by an increased detection and deterrent capability that has been “honed over many years of practical application” now that power systems are using standard, rather than proprietary and specialized, applications and components (Leita and Dacier 2012). The security of the electrical grid is also enhanced by increased awareness after a smart-grid hacking demonstration in 2009 and the identification of the Stuxnet malware in 2010; as a result the public and private sector are working together in an “unprecedented effort” to establish robust security guidelines and cyber security measures (Gohn and Wheelock 2010).

Cyberattacks impossible – empirics and defenses solve
Rid 12 (Thomas Rid, reader in war studies at King's College London, is author of "Cyber War Will Not Take Place" and co-author of "Cyber-Weapons.", March/April 2012, “Think Again: Cyberwar”, http://www.foreignpolicy.com/articles/2012/02/27/cyberwar?page=full) 

"Cyberwar Is Already Upon Us." No way. "Cyberwar is coming!" John Arquilla and David Ronfeldt predicted in a celebrated Rand paper back in 1993. Since then, it seems to have arrived -- at least by the account of the U.S. military establishment, which is busy competing over who should get what share of the fight. Cyberspace is "a domain in which the Air Force flies and fights," Air Force Secretary Michael Wynne claimed in 2006. By 2012, William J. Lynn III, the deputy defense secretary at the time, was writing that cyberwar is "just as critical to military operations as land, sea, air, and space." In January, the Defense Department vowed to equip the U.S. armed forces for "conducting a combined arms campaign across all domains -- land, air, maritime, space, and cyberspace." Meanwhile, growing piles of books and articles explore the threats of cyberwarfare, cyberterrorism, and how to survive them. Time for a reality check: Cyberwar is still more hype than hazard. Consider the definition of an act of war: It has to be potentially violent, it has to be purposeful, and it has to be political. The cyberattacks we've seen so far, from Estonia to the Stuxnet virus, simply don't meet these criteria. Take the dubious story of a Soviet pipeline explosion back in 1982, much cited by cyberwar's true believers as the most destructive cyberattack ever. The account goes like this: In June 1982, a Siberian pipeline that the CIA had virtually booby-trapped with a so-called "logic bomb" exploded in a monumental fireball that could be seen from space. The U.S. Air Force estimated the explosion at 3 kilotons, equivalent to a small nuclear device. Targeting a Soviet pipeline linking gas fields in Siberia to European markets, the operation sabotaged the pipeline's control systems with software from a Canadian firm that the CIA had doctored with malicious code. No one died, according to Thomas Reed, a U.S. National Security Council aide at the time who revealed the incident in his 2004 book, At the Abyss; the only harm came to the Soviet economy. But did it really happen? After Reed's account came out, Vasily Pchelintsev, a former KGB head of the Tyumen region, where the alleged explosion supposedly took place, denied the story. There are also no media reports from 1982 that confirm such an explosion, though accidents and pipeline explosions in the Soviet Union were regularly reported in the early 1980s. Something likely did happen, but Reed's book is the only public mention of the incident and his account relied on a single document. Even after the CIA declassified a redacted version of Reed's source, a note on the so-called Farewell Dossier that describes the effort to provide the Soviet Union with defective technology, the agency did not confirm that such an explosion occurred. The available evidence on the Siberian pipeline blast is so thin that it shouldn't be counted as a proven case of a successful cyberattack. Most other commonly cited cases of cyberwar are even less remarkable. Take the attacks on Estonia in April 2007, which came in response to the controversial relocation of a Soviet war memorial, the Bronze Soldier. The well-wired country found itself at the receiving end of a massive distributed denial-of-service attack that emanated from up to 85,000 hijacked computers and lasted three weeks. The attacks reached a peak on May 9, when 58 Estonian websites were attacked at once and the online services of Estonia's largest bank were taken down. "What's the difference between a blockade of harbors or airports of sovereign states and the blockade of government institutions and newspaper websites?" asked Estonian Prime Minister Andrus Ansip. Despite his analogies, the attack was no act of war. It was certainly a nuisance and an emotional strike on the country, but the bank's actual network was not even penetrated; it went down for 90 minutes one day and two hours the next. The attack was not violent, it wasn't purposefully aimed at changing Estonia's behavior, and no political entity took credit for it. The same is true for the vast majority of cyberattacks on record. Indeed, there is no known cyberattack that has caused the loss of human life. No cyberoffense has ever injured a person or damaged a building. And if an act is not at least potentially violent, it's not an act of war. Separating war from physical violence makes it a metaphorical notion; it would mean that there is no way to distinguish between World War II, say, and the "wars" on obesity and cancer. Yet those ailments, unlike past examples of cyber "war," actually do kill people. "A Digital Pearl Harbor Is Only a Matter of Time." Keep waiting. U.S. Defense Secretary Leon Panetta delivered a stark warning last summer: "We could face a cyberattack that could be the equivalent of Pearl Harbor." Such alarmist predictions have been ricocheting inside the Beltway for the past two decades, and some scaremongers have even upped the ante by raising the alarm about a cyber 9/11. In his 2010 book, Cyber War, former White House counterterrorism czar Richard Clarke invokes the specter of nationwide power blackouts, planes falling out of the sky, trains derailing, refineries burning, pipelines exploding, poisonous gas clouds wafting, and satellites spinning out of orbit -- events that would make the 2001 attacks pale in comparison. But the empirical record is less hair-raising, even by the standards of the most drastic example available. Gen. Keith Alexander, head of U.S. Cyber Command (established in 2010 and now boasting a budget of more than $3 billion), shared his worst fears in an April 2011 speech at the University of Rhode Island: "What I'm concerned about are destructive attacks," Alexander said, "those that are coming." He then invoked a remarkable accident at Russia's Sayano-Shushenskaya hydroelectric plant to highlight the kind of damage a cyberattack might be able to cause. Shortly after midnight on Aug. 17, 2009, a 900-ton turbine was ripped out of its seat by a so-called "water hammer," a sudden surge in water pressure that then caused a transformer explosion. The turbine's unusually high vibrations had worn down the bolts that kept its cover in place, and an offline sensor failed to detect the malfunction. Seventy-five people died in the accident, energy prices in Russia rose, and rebuilding the plant is slated to cost $1.3 billion. Tough luck for the Russians, but here's what the head of Cyber Command didn't say: The ill-fated turbine had been malfunctioning for some time, and the plant's management was notoriously poor. On top of that, the key event that ultimately triggered the catastrophe seems to have been a fire at Bratsk power station, about 500 miles away. Because the energy supply from Bratsk dropped, authorities remotely increased the burden on the Sayano-Shushenskaya plant. The sudden spike overwhelmed the turbine, which was two months shy of reaching the end of its 30-year life cycle, sparking the catastrophe. If anything, the Sayano-Shushenskaya incident highlights how difficult a devastating attack would be to mount. The plant's washout was an accident at the end of a complicated and unique chain of events. Anticipating such vulnerabilities in advance is extraordinarily difficult even for insiders; creating comparable coincidences from cyberspace would be a daunting challenge at best for outsiders. If this is the most drastic incident Cyber Command can conjure up, perhaps it's time for everyone to take a deep breath. "Cyberattacks Are Becoming Easier." Just the opposite. U.S. Director of National Intelligence James R. Clapper warned last year that the volume of malicious software on American networks had more than tripled since 2009 and that more than 60,000 pieces of malware are now discovered every day. The United States, he said, is undergoing "a phenomenon known as 'convergence,' which amplifies the opportunity for disruptive cyberattacks, including against physical infrastructures." ("Digital convergence" is a snazzy term for a simple thing: more and more devices able to talk to each other, and formerly separate industries and activities able to work together.) Just because there's more malware, however, doesn't mean that attacks are becoming easier. In fact, potentially damaging or life-threatening cyberattacks should be more difficult to pull off. Why? Sensitive systems generally have built-in redundancy and safety systems, meaning an attacker's likely objective will not be to shut down a system, since merely forcing the shutdown of one control system, say a power plant, could trigger a backup and cause operators to start looking for the bug. To work as an effective weapon, malware would have to influence an active process -- but not bring it to a screeching halt. If the malicious activity extends over a lengthy period, it has to remain stealthy. That's a more difficult trick than hitting the virtual off-button. Take Stuxnet, the worm that sabotaged Iran's nuclear program in 2010. It didn't just crudely shut down the centrifuges at the Natanz nuclear facility; rather, the worm subtly manipulated the system. Stuxnet stealthily infiltrated the plant's networks, then hopped onto the protected control systems, intercepted input values from sensors, recorded these data, and then provided the legitimate controller code with pre-recorded fake input signals, according to researchers who have studied the worm. Its objective was not just to fool operators in a control room, but also to circumvent digital safety and monitoring systems so it could secretly manipulate the actual processes. Building and deploying Stuxnet required extremely detailed intelligence about the systems it was supposed to compromise, and the same will be true for other dangerous cyberweapons. Yes, "convergence," standardization, and sloppy defense of control-systems software could increase the risk of generic attacks, but the same trend has also caused defenses against the most coveted targets to improve steadily and has made reprogramming highly specific installations on legacy systems more complex, not less.

Grid is resilient and sustainable

Clark, MA candidate – Intelligence Studies @ American Military University, senior analyst – Chenega Federal Systems, 4/28/’12
(Paul, “The Risk of Disruption or Destruction of Critical U.S. Infrastructure by an Offensive Cyber Attack,” American Military University)

In 2003, a simple physical breakdown occurred – trees shorted a power line and caused a

fault – that had a cascading effect and caused a power blackout across the Northeast (Lewis

2010). This singular occurrence has been used as evidence that the electrical grid is fragile and

subject to severe disruption through cyber-attack, a disruption that could cost billions of dollars,

brings business to a halt, and could even endanger lives – if compounded by other catastrophic

events (Brennan 2012). A power disruption the size of the 2003 blackout, the worst in American¶ history at that time (Minkel 2008), is a worst case scenario and used as an example of the¶ fragility of the U.S. energy grid. This perceived fragility is not real when viewed in the context¶ of the robustness of the electrical grid.¶ When asked about cyber-attacks against the electrical grid in April of 2012, the¶ intelligence chief of U.S. Cyber Command Rear Admiral Samuel Cox stated that an attack was¶ unlikely to succeed because of the “huge amounts of resiliency built into the [electrical] system¶ that makes that kind of catastrophic thing very difficult” (Capaccio 2012). This optimistic view¶ is supported by an electrical grid that has proven to be robust in the face of large natural¶ catastrophes. Complex systems like the electrical grid in the U.S. are prone to failures and the¶ U.S. grid fails frequently. Despite efforts to reduce the risk out power outages, the risk is always¶ present. Power outages that affect more than 50,000 people have occurred steadily over the last¶ 20 years at a rate of 12% annually and the frequency of large catastrophes remains relatively¶ high and outages the size of the 2003 blackout are predicted to occur every 25 years (Minkel¶ 2008). In a complex system that is always at risk of disruption, the effect is mitigated by policies¶ and procedures that are meant to restore services as quickly as possible. The most visible of these policies is the interstate Emergency Management Assistance Compact, a legally binding¶ agreement allowing combined resources to be quickly deployed in response to a catastrophic¶ disaster such as power outages following a severe hurricane (Kapucu, Augustin and Garayev¶ 2009).¶ The electrical grid suffers service interruptions regularly, it is a large and complex system¶ supporting the largest economy in the world, and yet commerce does not collapse (Lewis 2010).¶ Despite blizzards, earthquakes, fires, and hurricanes that cause blackouts, the economy is¶ affected but does not collapse and even after massive damage like that caused by Hurricane¶ Katrina, national security is not affected because U.S. military capability is not degraded (Lewis¶ 2010).¶ Cyber-security is an ever-increasing concern in an increasingly electronic and¶ interconnected world. Cyber-security is a high priority “economic and national security¶ challenge” (National Security Council n.d.) because cyber-attacks are expected to become the¶ top national security threat (Robert S. Mueller 2012). In response to the threat Congress is¶ crafting legislation to enhance cyber-security (Brito and Watkins 2012) and the Department of¶ Homeland Security budget for cyber-security has been significantly increased (U.S. Senate¶ Committee on Homeland Security and Governmental Affairs 2012).

Warming

No methane impact

Archer, computational ocean chemist – University of Chicago, 3/6/’10
(David, “Arctic Methane on the Move?” http://www.realclimate.org/index.php/archives/2010/03/arctic-methane-on-the-move/)

For some background on methane hydrates we can refer you here. This weeks’ Science paper is by Shakhova et al, a follow on to a 2005 GRL paper. The observation in 2005 was elevated concentrations of methane in ocean waters on the Siberian shelf, presumably driven by outgassing from the sediments and driving excess methane to the atmosphere. The new paper adds observations of methane spikes in the air over the water, confirming the methane’s escape from the water column, instead of it being oxidized to CO2 in the water, for example. The new data enable the methane flux from this region to the atmosphere to be quantified, and they find that this region rivals the methane flux from the whole rest of the ocean.

What’s missing from these studies themselves is evidence that the Siberian shelf degassing is new, a climate feedback, rather than simply nature-as-usual, driven by the retreat of submerged permafrost left over from the last ice age. However, other recent papers speak to this question.

Westbrook et al 2009, published stunning sonar images of bubble plumes rising from sediments off Spitzbergen, Norway. The bubbles are rising from a line on the sea floor that corresponds to the boundary of methane hydrate stability, a boundary that would retreat in a warming water column. A modeling study by Reagan and Moridis 2009 supports the idea that the observed bubbles could be in response to observed warming of the water column driven by anthropogenic warming.

Another recent paper, from Dlugokencky et al. 2009, describes an uptick in the methane concentration in the air in 2007, and tries to figure out where it’s coming from. The atmospheric methane concentration rose from the preanthropogenic until about the year 1993, at which point it rather abruptly plateaued. Methane is a transient gas in the atmosphere, so it ought to plateau if the emission flux is steady, but the shape of the concentration curve suggested some sudden decrease in the emission rate, stemming from the collapse of economic activity in the former Soviet bloc, or by drying of wetlands, or any of several other proposed and unresolved explanations. (Maybe the legislature in South Dakota should pass a law that methane is driven by astrology!) A previous uptick in the methane concentration in 1998 could be explained in terms of the effect of el Nino on wetlands, but the uptick in 2007 is not so simple to explain. The concentration held steady in 2008, meaning at least that interannual variability is important in the methane cycle, and making it hard to say if the long-term average emission rate is rising in a way that would be consistent with a new carbon feedback.
Anyway, so far it is at most a very small feedback. The Siberian Margin might rival the whole rest of the world ocean as a methane source, but the ocean source overall is much smaller than the land source. Most of the methane in the atmosphere comes from wetlands, natural and artificial associated with rice agriculture. The ocean is small potatoes, and there is enough uncertainty in the methane budget to accommodate adjustments in the sources without too much overturning of apple carts.
Could this be the first modest sprout of what will grow into a huge carbon feedback in the future? It is possible, but two things should be kept in mind. One is that there’s no reason to fixate on methane in particular. Methane is a transient gas in the atmosphere, while CO2 essentially accumulates in the atmosphere / ocean carbon cycle, so in the end the climate forcing from the accumulating CO2 that methane oxidizes into may be as important as the transient concentration of methane itself. The other thing to remember is that there’s no reason to fixate on methane hydrates in particular, as opposed to the carbon stored in peats in Arctic permafrosts for example. Peats take time to degrade but hydrate also takes time to melt, limited by heat transport. They don’t generally explode instantaneously.
For methane to be a game-changer in the future of Earth’s climate, it would have to degas to the atmosphere catastrophically, on a time scale that is faster than the decadal lifetime of methane in the air. So far no one has seen or proposed a mechanism to make that happen.

No resource wars 

Deudney 99 (Daniel, Asst Prof of Poli Sci at Johns Hopkins, Contested Grounds: Security and Conflict in the New Environmental Politics ) 

The hypothesis that states will begin fighting each other as natural resources are depleted and degraded seems intuitively accurate. The popular metaphor of a lifeboat adrift at sea with declining supplies of clean water and rations suggests there will be fewer opportunities for positive-sum gains between actors as resource scarcity grows. Many fears of resource war are derived from the cataclysmic world wars of the first half of the twentieth century. Influenced by geopolitical theories that emphasized the importance of land and resources for great power status, Adolf Hitler fashioned Nazi German war aims to achieve resource autonomy. 40 The aggression of Japan was directly related to resource goals: lacking indigenous fuel and minerals, and faced with a slowly tightening embargo by the Western colonial powers in Asia, the Japanese invaded Southeast Asia for oil, tin, and rubber.41 Although the United States had a richer resource endowment than the Axis powers, fears of shortages and industrial strangulation played a central role in the strategic thinking of American elites about world strategy.42 During the Cold War, the presence of natural resources in the Third World helped turn this vast area into an arena for East-West conflict.43 Given this record, the scenario of conflicts over resources playing a powerful role in shaping international order should be taken seriously. However, there are three strong reasons for concluding that the familiar scenarios of resource war are of diminishing plausibility for the foreseeable future. First, the robust character of the world trade system means that states no longer experience resource dependency as a major threat to their military security and political autonomy. During the 1930s, the collapse of the world trading system drove states to pursue economic autarky, but the resource needs of contemporary states are routinely met without territorial control of the resource source. As Ronnie Lipschutz has argued, this means that resource constraints are much less likely to generate interstate violence than in the past. Second, the prospects for resource wars are diminished by the growing difficulty that states face in obtaining resources through territorial conquest. Although the invention of nuclear explosives has made it easy and cheap to annihilate humans and infrastructure in extensive areas, the spread of conventional weaponry and national consciousness has made it very costly for an invader, even one equipped with advanced technology, to subdue a resisting population, as France discovered in Indochina and Algeria, the United States in Vietnam, and the Soviet Union in Afghanistan. 45 At the lower levels of violence capability that matter most for conquering and subduing territory, the great powers have lost effective military superiority and are unlikely soon to regain it. Third, nonrenewable resources are, contrary to intuitive logic, becoming less economically scarce. There is strong evidence that the world is entering what H. E. Goeller and Alvin M. Weinberg have labeled the "age of substitutability," in which industrial technology is increasingly capable of fashioning ubiquitous and plentiful earth materials such as iron, aluminum, silicon, and hydrocarbons into virtually everything needed by modern societies.46 The most striking manifestation of this trend is that prices for virtually every raw material have been stagnant or falling for the last two decades despite the continued growth in world economic output. In contrast to the expectations widely held during the 1970s that resource scarcity would drive up commodity prices to the benefit of Third World raw material suppliers, prices have fallen.47

Gas prices are already stupidly low—solves the impact
No extinction from ag collapse
Allouche 11, research Fellow – water supply and sanitation @ Institute for Development Studies, frmr professor – MIT, ‘11
(Jeremy, “The sustainability and resilience of global water and food systems: Political analysis of the interplay between security, resource scarcity, political systems and global trade,” Food Policy, Vol. 36 Supplement 1, p. S3-S8, January)

The question of resource scarcity has led to many debates on whether scarcity (whether of food or water) will lead to conflict and war. The underlining reasoning behind most of these discourses over food and water wars comes from the Malthusian belief that there is an imbalance between the economic availability of natural resources and population growth since while food production grows linearly, population increases exponentially. Following this reasoning, neo-Malthusians claim that finite natural resources place a strict limit on the growth of human population and aggregate consumption; if these limits are exceeded, social breakdown, conflict and wars result. Nonetheless, it seems that most empirical studies do not support any of these neo-Malthusian arguments. Technological change and greater inputs of capital have dramatically increased labour productivity in agriculture. More generally, the neo-Malthusian view has suffered because during the last two centuries humankind has breached many resource barriers that seemed unchallengeable.
Lessons from history: alarmist scenarios, resource wars and international relations

In a so-called age of uncertainty, a number of alarmist scenarios have linked the increasing use of water resources and food insecurity with wars. The idea of water wars (perhaps more than food wars) is a dominant discourse in the media (see for example Smith, 2009), NGOs (International Alert, 2007) and within international organizations (UNEP, 2007). In 2007, UN Secretary General Ban Ki-moon declared that ‘water scarcity threatens economic and social gains and is a potent fuel for wars and conflict’ (Lewis, 2007). Of course, this type of discourse has an instrumental purpose; security and conflict are here used for raising water/food as key policy priorities at the international level.

In the Middle East, presidents, prime ministers and foreign ministers have also used this bellicose rhetoric. Boutrous Boutros-Gali said; ‘the next war in the Middle East will be over water, not politics’ (Boutros Boutros-Gali in Butts, 1997, p. 65). The question is not whether the sharing of transboundary water sparks political tension and alarmist declaration, but rather to what extent water has been a principal factor in international conflicts. The evidence seems quite weak. Whether by president Sadat in Egypt or King Hussein in Jordan, none of these declarations have been followed up by military action.
The governance of transboundary water has gained increased attention these last decades. This has a direct impact on the global food system as water allocation agreements determine the amount of water that can used for irrigated agriculture. The likelihood of conflicts over water is an important parameter to consider in assessing the stability, sustainability and resilience of global food systems.

None of the various and extensive databases on the causes of war show water as a casus belli. Using the International Crisis Behavior (ICB) data set and supplementary data from the University of Alabama on water conflicts, Hewitt, Wolf and Hammer found only seven disputes where water seems to have been at least a partial cause for conflict (Wolf, 1998, p. 251). In fact, about 80% of the incidents relating to water were limited purely to governmental rhetoric intended for the electorate (Otchet, 2001, p. 18).

As shown in The Basins At Risk (BAR) water event database, more than two-thirds of over 1800 water-related ‘events’ fall on the ‘cooperative’ scale (Yoffe et al., 2003). Indeed, if one takes into account a much longer period, the following figures clearly demonstrate this argument. According to studies by the United Nations Food and Agriculture Organization (FAO), organized political bodies signed between the year 805 and 1984 more than 3600 water-related treaties, and approximately 300 treaties dealing with water management or allocations in international basins have been negotiated since 1945 (FAO, 1978 and FAO, 1984).

The fear around water wars have been driven by a Malthusian outlook which equates scarcity with violence, conflict and war. There is however no direct correlation between water scarcity and transboundary conflict. Most specialists now tend to agree that the major issue is not scarcity per se but rather the allocation of water resources between the different riparian states (see for example Allouche, 2005, Allouche, 2007 and [Rouyer, 2000] ). Water rich countries have been involved in a number of disputes with other relatively water rich countries (see for example India/Pakistan or Brazil/Argentina). The perception of each state’s estimated water needs really constitutes the core issue in transboundary water relations. Indeed, whether this scarcity exists or not in reality, perceptions of the amount of available water shapes people’s attitude towards the environment (Ohlsson, 1999). In fact, some water experts have argued that scarcity drives the process of co-operation among riparians (Dinar and Dinar, 2005 and Brochmann and Gleditsch, 2006).

In terms of international relations, the threat of water wars due to increasing scarcity does not make much sense in the light of the recent historical record. Overall, the water war rationale expects conflict to occur over water, and appears to suggest that violence is a viable means of securing national water supplies, an argument which is highly contestable.

The debates over the likely impacts of climate change have again popularised the idea of water wars. The argument runs that climate change will precipitate worsening ecological conditions contributing to resource scarcities, social breakdown, institutional failure, mass migrations and in turn cause greater political instability and conflict (Brauch, 2002 and Pervis and Busby, 2004). In a report for the US Department of Defense, Schwartz and Randall (2003) speculate about the consequences of a worst-case climate change scenario arguing that water shortages will lead to aggressive wars (Schwartz and Randall, 2003, p. 15). Despite growing concern that climate change will lead to instability and violent conflict, the evidence base to substantiate the connections is thin ( [Barnett and Adger, 2007] and Kevane and Gray, 2008).

No ev says the economy is collapsing – means boosting jobs doesn’t solve the impact

Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 
No evidence saying countries want US exports—demand weakness means they don’t solve
Climate change doesn’t cause war—prefer broad statistical analysis to specific scenarios

Gartzke, PhD poli sci – University of Iowa, associate professor of poli sci – UCSD, ‘12
(Erik, “Could climate change precipitate peace?” Journal of Peace Research Vol. 49 No. 1, p. 177-192, January)
Before forging ahead, it will be useful to explain why I explore these linkages between climate and conflict at the system-level. First, there is every reason to suspect that system-level analysis is sufficient to test the hypotheses outlined above. Without specific expectations about how the effects of climate on conflict vary from place to place, there is no a priori reason to favor a more fine-grained analysis. Indeed, the best place to begin an inquiry of this type is at the system level. State or dyadic analysis would allow for the inclusion of additional covariates, but the research community has yet to posit ways that these variables might relate to climate change. The relationships that have been hypothesized are most likely to manifest at the system level. The approach here thus provides answers and insights without encumbering the empirical domain for future tests.

Second, a system-level analysis of basic relationships is necessary. Regardless of whether additional tests are proposed (and conducted) involving states or dyads, researchers will still need information about the overall tendency of climate change to affect (or fail to affect) interstate conflict. An important source of ambiguity follows from the fact that we know very little about the pervasiveness of tendencies that have begun to be identified and debated in the literature. Predictions about climate change in more discrete units of ocean or territory are less reliable, suggesting claims about the effects of climate change on conflict are themselves most reliable when made where confidence about the nature and impact of temperature anomalies is least in doubt. The analysis here is meant to complement additional, more fine-grained analysis. Identifying systemic relationships should help to define and propel examination of additional, more geographically varied correlates of climate change. I investigate climate and conflict at the system level as an initial step, in the expectation that future research will fill in or possibly revise many missing details.

Research design and data

The system-level analyses conducted here involve counts of militarized disputes or fatal militarized disputes. I use negative binomial logit to evaluate a count dependent variable. Key independent variables and additional ‘control’ variables are all discussed below.

The Correlates of War (COW) Militarized Interstate Dispute (MID) dataset is the most widely referenced measure of interstate conflict (Gochman and Maoz, 1984; Ghosn, Palmer & Bremer, 2004). MIDs consist of militarized threats, displays, or uses of force up to and including war among internationally recognized states, 1816 to 2000. I sum MIDs annually.

Annual average temperature data are reported as ‘anomalies’. First, researchers at the NASA Goddard Institute for Space Studies provide the GISS Surface Temperature Analysis (GISTEMP) time series beginning in 1880, with a base time period 1951–80 (Hansen et al., 2006, 2010).13 Second, data from the United Kingdom Meteorological Office Hadley Centre and the Climatic Research Unit, University of East Anglia, offer annual observations from 1850, with a base period of 1961–90 (Brohan et al., 2006).14

Measures of regime type come from the Polity IV project (Gurr, Jaggers & Moore, 1989; Marshall & Jaggers, 2002). Democ measures three institutional attributes of democracy: popular suffrage, constraints on the executive, and civil liberties. Autoc codes restrictions on political participation. The indexes are routinely combined into an ordinal measure.

Data on IGO membership come from COW. These data report membership at five-year intervals for all but the most recent few decades. I construct a count of the international organizations per year and replace missing values with a previous year’s observation.

Gross domestic product (GDP) per capita is the standard measure of development. GDP data for the bulk of the world’s countries come from Gleditsch (2002). GDP data are only available for recent decades. Historical research involving economic development must thus rely on proxies. Per capita energy consumption correlates very highly with GDP per capita (cf. Burkhart & Lewis-Beck, 1994) and has the added value of actually measuring consumption of fossil fuels. I use per capita energy consumption in tests reported here.

Most research on liberal peace has focused on trade dependence rather than economic development. Development is the more appropriate indicator here, as it is more closely linked to industrialization/pollution and climate change. I also argue that development is generally more salient than trade for mitigating conflict. It seems appropriate and practical, however, to include a measure of world trade in some regressions to confirm that the effects attributed to development are not the result of economic interdependence. Data on economic openness (monadic trade) is included in the Gleditsch data.

I add several variables to address possible confounding factors. # Countries is a count of the number of internationally recognized nation states by year. The number of countries grows tremendously over the period covered in the analysis. Population measures the number of humans on earth. Systemic structural changes could also bias estimates of the effect of climate or other variables. I add a dummy for US hegemony (1945–present), and for the post-Cold War period (1992–present) to address system structure effects.

Carter & Signorino (2010) offer a simple technique to address temporal dependence that uses a count for the year, plus quadratic and cubic versions of the count variable. This approach is well suited to the analysis conducted here. I also add a count variable for the number of countries that are members of the international system in a given year in some regressions. Additional details are discussed as they arise in reviewing the analysis.

Analysis

Figure 1 reports the annual onset of MIDs, weighted by the number of dyads in the world system. As the quadratic trend line indicates, the number of MIDs per annum rose during the 19th and early 20th centuries, peaking in two world wars. However, the post-World War II period has been more peaceful, a pattern even more pronounced for the sample of fatal MIDs or wars. The incidence of MIDs has dropped at roughly the same time that the effects of climate change become apparent. Figure 2 details average annual global temperature anomalies and a five-year moving average.15 Climate change appears to correlate with the decline in interstate conflict. Yet, other processes co-trend in this period. The most eligible processes are liberal economic and political variables. Figure 3 depicts average democracy, the number of IGOs, and per capita energy consumption from 1816 and 2000. Values are normalized by variable means.

Table I lists eight regressions comparing the effects of climate, democracy, development, and IGO membership on an annual count of worldwide MIDs. Model 1.1 contains only average annual temperature anomalies, world population, a count of countries, and the intercept. Temperature anomalies correlate positively with the count of MIDs, appearing to confirm the suspicion of many that global warming may increase interstate conflict.

Model 1.1 is almost certainly under-specified. The negative relationship between climate and conflict probably reflects the non-linear function identified in Figure 1. Model 1.2 adds the squared temperature anomaly variable. While the coefficient on the linear term remains insignificant, the quadratic variable is negative and highly significant. Given that the mean for the linear variable is negative and the quadratic mean is positive, the combined effect is negative. Higher annual temperatures still appear to reduce conflict.

Model 1.3 adds a measure of the proportion of democracies in the world.16 Systemic democracy actually appears to increase conflict, though at the 10% significance level.

Democracies may be less warlike toward each other, but the most disputatious dyads involve one democracy and one non-democracy (Ray, 1993; Gleditsch & Hegre, 1997). As the number of democracies in the world increases, initially the bulk of dyads created are heterogeneous, theoretically increasing ecological conflict. For this reason, I add a quadratic regime type variable to Model 1.4. The results appear at first to support the curvilinear argument. Both regime type variables are highly significant in opposite directions. However, a plot of the relationship (not shown) reveals that the function trends downward, curving in the opposite direction anticipated, convex to the origin, with a minimum number of MIDs at about 85% of the maximum proportion of democracy.

Models 1.5 and 1.6 explore the effects of economic development on interstate disputes. Model 1.5 adds the linear development variable, while Model 1.6 introduces the quadratic term. By itself, the linear impact of development is positive and modestly statistically significant. The climate and regime type variables also become smaller and less statistically significant. The quadratic development variable in Model 1.6 greatly increases the significance and substantive impact of development on conflict. The democracy variables become statistically insignificant. The quadratic term on the climate anomaly variable remains significant at the 1% level. Climate still appears to diminish interstate conflict. The final pair of regressions in Table I add the linear and quadratic IGO variables. Neither of the IGO variables is statistically significant, though they slightly reduce the statistical significance and impact of the climate anomaly variables.

A pitfall inherent in the analyses in Table I is that most of the variables involved are non-stationary. Variables that trend over time will tend to correlate regardless of whether they are related causally. The results in Table I would be much more credible if it could be demonstrated that they did not result from the co-trending of key variables. Before correcting for the non-stationarity of the variables directly, I first address the time trend common to all of the variables. Model 2.1 in Table II adds linear, quadratic, and cubic count variables for years since 1816 to Model 1.8 from Table I. The time trend variables are all highly statistically significant. They appear to be capturing relationships that are not explained by the other variables. The effect of the year count variables is to make the climate variables statistically insignificant, while democracy and IGOs are significant. Economic development remains statistically significant. However, this approach is somewhat heavy-handed. While there is no a priori reason to oppose these measures, they contain limited theoretical content and should be interpreted with care. Note for example that both IGOs and democracy now appear to be harmful to interstate peace

A separate concern involves the coding of militarized disputes (I will return to the issue of non-stationarity in Table III). MIDs often involve relatively minor acts of conflict that could overwhelm relationships at higher conflict intensities. While potentially useful for capturing subtle effects of climate on conflict, minor MIDs may also incorporate trends that are unrelated to climate, globalization, or the rise of global democracy. Model 2.2 focuses on fatal MIDs. The higher dispute intensity moves the curvilinear relationship identified in Table I prior to the beginning of the sample in 1880. Thus, a simpler model specification with no non-linear terms is used.17 I also introduce two additional variables. First, economic development could reflect the effect of trade on conflict. For this reason, I add a measure of total global trade (Oneal & Russett, 2005). Second, US hegemony could account for changes in conflict patterns attributed to climate change.18 However, neither the World trade nor the US hegemony variables are statistically significant.

Interstate politics became more peaceful after the Cold War, even as climate change began to make itself felt. In Model 2.3, I add another dummy for the post-Cold War period. Climate change is just short of statistical significance at the 10% level. IGO counts are marginally significant and positive, while development remains significant.

Figure 4 details the effects of climate change on fatal MIDs based on Model 2.2 in Table II. I used the Clarify software in Stata to calculate the predicted probabilities and confidence intervals reported in the figure (Tomz, Wittenberg & King, 2003). Introducing US hegemony and post-Cold War forces the climate anomaly variable to compete for covariance over the portion of the relationship with the dependent variable where the confidence intervals are tightest. Again, statistical blunt objects must be applied to counteract the negative relationship between global warming and fatal MIDs.

Figure 5 again uses Clarify to plot the effects of development on conflict (Model 2.2). The robust relationship is reflected in tight confidence intervals around estimated values.

While Table II examines possible confounding temporal trends among key variables, I have still to address non-stationarity within these variables. The probability distribution of a stationary variable does not change when shifted in time or space (Hamilton, 1994). Table III offers three regressions in which the key variables have been corrected for non-stationarity. The steps involved in correcting each variable were slightly different, given differences in these data. In each case, I used plots and diagnostic tools such as the Dickey-Fuller test to identify appropriate corrections. The regime type variable serves as an example. A unit root test (Dickey-Fuller) and a plot of values of the variable against time showed that the variable was not stationary. I first subtracted the variable mean, centering the variable about zero. I then first-differenced the variable to remove the apparent linear trend. The resulting variable exhibited no trend and had a mean of zero with constant variance. Development and Intergov org had non-linear trends. I logged each variable and then followed the steps above to produce stationary versions of the variables. First differencing was sufficient to correct the climate change variables.

Model 3.1 contains corrected versions of the eight key variables, but omits other ‘control’ variables. The results suggest some impact for climate and development on conflict, though only for the quadratic term. Interestingly, temperature anomalies now appear to exacerbate MID behavior, while development decreases disputes. International organizations also appear to inhibit conflict. I examined versions of the regressions in Table III that included corrected stationary versions of Population, # Countries, and other variables, but these variables were generally insignificant and tended to weaken results for key variables. Since all of the variables in these models are de-trended, the value of controls meant to capture the effect of certain trends is considerably reduced.

One of the limitations of the analysis is the limited temporal domain over which data are available on climate change. Reaching back earlier in time is useful because it places the beginning of the analysis more firmly in the pre-industrial or early-industrial period. Model 3.2 uses the HadCRUT data, which adds 30 observations to the econometric time series. These data are corrected in the same manner as the CISTEMP data used exclusively in Tables I and II. Introducing the longer time series to the stationary variables has two important effects. First, it leads the climate change variables to become statistically insignificant. Second, it strengthens the statistical significance of both Development variables. Intergov org also becomes more robustly significant.

The final model in Table III again looks exclusively at fatal disputes. The results are substantially the same as in Model 3.2, though levels of statistical significance are generally lower. The IGOs variable is no longer statistically significant, while the development v Climate change, water stress, and transboundary water conflictsariables are significant at a lower threshold level. Still, both development variables are statistically significant, despite the data contortions necessary to produce stationary variables and despite the presence of other plausible determinants of peace and conflict. What initially looked to be a product of climate is perhaps most convincingly explained by the precipitants of climate change, in particular economic development.

In addition to counts of MIDs and fatal MIDs, it is possible to examine the effects of climate on aggregate casualty counts. Lacina, Gleditsch & Russett (2006) argue that casualty counts may be a better measure of trends in human conflict.19 Lacina & Gleditsch (2005) offer the best available casualty data. I replicated the regressions from Tables I and II, replacing the dependent variable with casualty counts or logged casualty counts. Because they provide relatively few new insights and in order to save space, I do not report these results here. The climate anomaly variable is never statistically significant, either by itself or in conjunction with its square. Economic development is always positive and usually statistically significant, suggesting that casualty levels are increasing with modernity. While this result contrasts with the findings using MIDs and fatal MIDs, one cannot infer that developed states experience more casualties, as developed countries could be inflicting more casualties on other states. Alternately, developing countries may have higher casualties once international arms markets can supply more lethal military technologies. Finally, there is a strong curvilinear relationship between casualties and democracy or IGOs. This appears to be an accident of history more than a causal relationship. Democracy and IGOs have increased in the 20th century, while the mid-century is notable for extraordinary contests involving massive casualties. Logging casualty counts leads the IGO variable to become insignificant, while democracy remains modestly significant and negative at the 5% level in most regressions.

Conclusion

It thus appears that the processes that are widely seen by experts as responsible for global warming are themselves key contributors to the decline in global warfare. Prosperous nations are not fighting each other, even if they are polluting the planet. Obviously, this poses important dilemmas for policymakers and others. On the one hand, economic growth is inherently appealing. Prosperity solves many of the problems that plague the developing world. We must add to the advantages of economic development that it appears to make countries more peaceful. On the other hand, climate change imposes significant environmental costs. These trade-offs lack easy solutions. Indeed, we must ask whether environmental objectives are modified by the prospect that combating climate change could prolong the process of transition from warlike to peaceful polities.

Climate change may be one of the most important issues facing human civilization, or perhaps even life on earth. The effects of climate change are generally viewed as negative. Reasonable speculation also links climate to interstate conflict. However, the evidence provided here suggests reasons for cautious optimism. Interstate warfare is not generally inflamed by higher temperatures. Instead, economic development contributes to both global warming and interstate peace. Development creates nations that are no longer interested in territorial conquest, even if occasionally they continue to use force in punitive ways, or to police the growing global commons, coercing non-compliant states, groups, or leaders. In a somewhat ironic twist, the same forces that are polluting our planet and altering the climate also have beneficial effects on international conflict.
CO2 isn’t key

Watts, 25-year climate reporter, works with weather technology, weather stations, and weather data processing systems in the private sector, 7/25/’12
(Anthony, http://wattsupwiththat.com/2012/07/25/lindzen-at-sandia-national-labs-climate-models-are-flawed/)

ALBUQUERQUE, N.M. — Massachusetts Institute of Technology professor Richard Lindzen, a global warming skeptic, told about 70 Sandia researchers in June that too much is being made of climate change by researchers seeking government funding. He said their data and their methods did not support their claims.

“Despite concerns over the last decades with the greenhouse process, they oversimplify the effect,” he said. “Simply cranking up CO2 [carbon dioxide] (as the culprit) is not the answer” to what causes climate change.
Lindzen, the ninth speaker in Sandia’s Climate Change and National Security Speaker Series, is Alfred P. Sloan professor of meteorology in MIT’s department of earth, atmospheric and planetary sciences. He has published more than 200 scientific papers and is the lead author of Chapter 7 (“Physical Climate Processes and Feedbacks”) of the International Panel on Climate Change’s (IPCC) Third Assessment Report. He is a member of the National Academy of Sciences and a fellow of the American Geophysical Union and the American Meteorological Society.
For 30 years, climate scientists have been “locked into a simple-minded identification of climate with greenhouse-gas level. … That climate should be the function of a single parameter (like CO2) has always seemed implausible. Yet an obsessive focus on such an obvious oversimplification has likely set back progress by decades,” Lindzen said.

For major climates of the past, other factors were more important than carbon dioxide. Orbital variations have been shown to quantitatively account for the cycles of glaciations of the past 700,000 years, he said, and the elimination of the arctic inversion, when the polar caps were ice-free, “is likely to have been more important than CO2 for the warm episode during the Eocene 50 million years ago.”

There is little evidence that changes in climate are producing extreme weather events, he said. “Even the IPCC says there is little if any evidence of this. In fact, there are important physical reasons for doubting such anticipations.”

Lindzen’s views run counter to those of almost all major professional societies. For example, the American Physical Society statement of Nov. 18, 2007, read, “The evidence is incontrovertible: Global warming is occurring.” But he doesn’t feel they are necessarily right. “Why did the American Physical Society take a position?” he asked his audience. “Why did they find it compelling? They never answered.”

Speaking methodically with flashes of humor — “I always feel that when the conversation turns to weather, people are bored.” — he said a basic problem with current computer climate models that show disastrous increases in temperature is that relatively small increases in atmospheric gases lead to large changes in temperatures in the models.

But, he said, “predictions based on high (climate) sensitivity ran well ahead of observations.”

Real-world observations do not support IPCC models, he said: “We’ve already seen almost the equivalent of a doubling of CO2 (in radiative forcing) and that has produced very little warming.”
He disparaged proving the worth of models by applying their criteria to the prediction of past climatic events, saying, “The models are no more valuable than answering a test when you have the questions in advance.”
Modelers, he said, merely have used aerosols as a kind of fudge factor to make their models come out right. (Aerosols are tiny particles that reflect sunlight. They are put in the air by industrial or volcanic processes and are considered a possible cause of temperature change at Earth’s surface.)

Then there is the practical question of what can be done about temperature increases even if they are occurring, he said. “China, India, Korea are not going to go along with IPCC recommendations, so … the only countries punished will be those who go along with the recommendations.”

He discounted mainstream opinion that climate change could hurt national security, saying that “historically there is little evidence of natural disasters leading to war, but economic conditions have proven much more serious. Almost all proposed mitigation policies lead to reduced energy availability and higher energy costs. All studies of human benefit and national security perspectives show that increased energy is important.”

He showed a graph that demonstrated that more energy consumption leads to higher literacy rate, lower infant mortality and a lower number of children per woman.

Given that proposed policies are unlikely to significantly influence climate and that lower energy availability could be considered a significant threat to national security, to continue with a mitigation policy that reduces available energy “would, at the least, appear to be irresponsible,” he argued.

Responding to audience questions about rising temperatures, he said a 0.8 of a degree C change in temperature in 150 years is a small change. Questioned about five-, seven-, and 17-year averages that seem to show that Earth’s surface temperature is rising, he said temperatures are always fluctuating by tenths of a degree.

Ice age coming now—causes extinction and collapses the economy
Aym, writer – Los Angeles Sentinel, Individual Investor Magazine, 12/22/’10
(Terrence, “German scientist predicts new Ice age now approaching” http://www.helium.com/items/2045473-scientist-predicts-new-ice-age-now-approaching)
Panicking people fleeing dying cities…Pandemics and epidemics breaking out…Europe facing regional famines…Countries going to war…Millions dying… The plot for a new Hollywood disaster movie? No. Scenes from the near future. For those that live in the upper half of the northern hemisphere no theater tickets are needed. Everyone will have front row seats. The ice is coming A growing number of scientists have checked their data, the solar cycles, the climate cycles and the Arctic ice core samples. What they see is approaching disaster: a new Ice Age that could displace whole nations, destroy the word's fragile economy and bring freezing death to as much as one-fifth of the world's population. According to some, a new mini-Ice Age could occur in as little as five to ten years. And those are the optimists. The pessimists believe the Earth is spinning towards a full-fledged Ice Age—the kind that lasts thousands of years. The kind that changed the shape of continents and carved out gigantic fresh water lakes like the Great Lakes in the northern Midwest of the United States. The kind of planetary climate disaster that almost wiped out the entire human race some 12,000 years ago. Cycles Everything in the universe is cyclical. Climate is no exception. Ice Ages have come and gone in cycles. Two primary cycles exist: the cycle of the mini-Ice Ages and the major Ice Ages. Both types of cooling are destructive. Some regions become virtually uninhabitable with terribly shortened growing seasons, while southern areas can suffer devastating droughts. If the planet's truly on the cusp of a major Ice Age, some experts predict that the Antarctic ice sheet will calve at the edges and thicken towards the middle. That's exactly what's been happening during the last decade or so. According to the evidence gleaned from core ice samples, the Ice Age cycles are normally preceded by a brief warm-up in the atmosphere followed by years of greater precipitation and centuries or millennia of cooling. Despite the short-sightedness of the man-made global warming crowd—who were over-reacting to the brief warm-up before the massive global cooling kicked in—some of the clearer thinking climatologists have been tracking the trends towards a new Ice Age since the 1970s. Unfortunately, their voices of concern were shouted down by media and political hysteria over the trumped up warming. Now, humans may be about to face something far, far worse. “It is quite possible that we are at the beginning of a Little Ice Age,” ~ Thomas Globig, meteorological scientist As the frenzy over man-made global warming dies the slow death of a thousand cuts, desperate scientists are attempting to interpret what has happened to the sun, what will happen to the Earth as the solar system swings into alignment with the galactic core possibly exposing everything to titanic energies the planet is normally shielded from, and why the Earth may slip into a full-fledged Ice Age in less than ten years. The clock is running out. Then add to their discoveries raw data that suggests the Earth's molten core may have shifted and the readings pouring in that the magnetic field protecting the planet from Unimaginable deadly solar radiation is weakening. Passing the zenith of a nearly two centuries of robust warming, the sun's next phase will see a decline. Climatologists and heliologists agree that within 30 years the sun will go quiet resulting in a dramatic drop of solar heating. The early stages of this activity are already being felt. All of these factors—in one way or another—have or will have a significant impact on the future climate. The impact is not a favorable one. And again, each of these events is cyclical. Arctic ice could spread farther to the south “I think it is even conceivable that the Arctic ice spreads significantly in the years to come,” Globig told reporters for the German weather site weter.t-online. de. "The impact of solar activity on climate has been criminally underestimated for a long time." During the last few weeks of November and the first several weeks of December 2010, amazing climate anomalies have been occurring: Cuba's temperature plunged towards the freezing mark, historic mega-storms battered the West Coast; across Europe's temperatures plummeted as far south as the Mediterranean; Sweden braced for the coldest weather in 1,000 years and Australia had a record snowfall with one week before the beginning of summer. England is fighting against the coldest weather seen in many hundreds of years. “What actually will happen depends on the next five to ten years,” believes Globig. Harder, longer winters and shorter, colder summers Globig sees two main causes for the significant cooling: First, the cyclical changes in the big air currents over the Atlantic, and second, the variations in solar activity. Unfortunately, the high-tech Western world might not fare too well as the Ice Age advances. As Globig points out, people across northern Europe have been barely coping with just a little more snow and cold. “Our modern, high-tech world was completely overwhelmed with the winter situation." As the climate shifts towards an Ice Age footing, the world's weather patterns will reverse dramatically

CO2 solves 

RCS, Reporting Climate Science, 10/26/’10
(“A computer model has demonstrated that without carbon dioxide the Earth’s temperature would fall by 35c in 50 years” http://www.reportingclimatescience.com/news-stories/article/carbon-dioxide-prevents-earth-from-becoming-an-ice-world.html)

A computer model shows that without carbon dioxide  the terrestrial greenhouse would collapse and plunge Earth into an icebound state, according to a paper by NASA scientists published in US journal Science on 15 October.  Within 50 years the global average temperature would plunge by 35C to -21C without the thermostatic warming provided by atmospheric carbon dioxide.  Despite the fact that water vapour and clouds account for around three quarters of the Earth's greenhouse effect, it is carbon dioxide that is the single most important climate-relevant greenhouse gas in the Earth's atmosphere, according to the paper.  This is because water vapour can condense and precipitate out of the Earth's atmosphere whereas other greenhouse gases do not. The paper published in US journal Science on 15 October is called “Atmospheric CO2: Principal Control Knob Governing Earth's Temperature” and was written by Andrew Lacis, Gavin Schmidt, David Rind and Reto Ruedy of the NASA Goddard Institute for Space Studies.  The scientists say that the non-condensing greenhouse gases provide the stable temperature framework that sustains levels of water vapour and clouds through various feedback mechanisms. They say that the terrestrial greenhouse would collapse and plunge Earth into an icebound state without the warming effect of these non condensing greenhouse gases. The conclusions are based on the results of a computerised climate model which the team built and set up so that the simulated atmosphere contained none of the non-condensing greenhouse gases. The result was that the simulated Earth's greenhouse collapsed, the water vapour in the atmosphere precipitated out and the Earth became an ice world. Press release  The NASA press release quotes the authors:  “Our climate modeling simulation should be viewed as an experiment in atmospheric physics, illustrating a cause and effect problem which allowed us to gain a better understanding of the working mechanics of Earth's greenhouse effect, and enabled us to demonstrate the direct relationship that exists between rising atmospheric carbon dioxide and rising global temperature,” said Lacis.  The authors state that the link between the planet's temperature and carbon dioxide has also been proved by geologic records of CO2 levels during ice ages (nearly180 parts per million) and interglacial periods (almost 280 parts per million), and that the difference of the global temperature between an ice age period and an interglacial period is of only 5°C. Co-author David Rind explained: “When carbon dioxide increases, more water vapor returns to the atmosphere, [and] this is what helped to melt the glaciers that once covered New York City. Today we are in uncharted territory as carbon dioxide approaches 390 parts per million in what has been referred to as the 'superinterglacial.'”  And as Lacis said, “the bottom line is that atmospheric carbon dioxide acts as a thermostat in regulating the temperature of Earth.”
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Plans must directly target energy production with financial support—reducing barriers and regulations are distinct

O’Brien, Minister of State, Department for Energy and Climate Change, UK Parliament, 11/18/’8
(Mike, “Clause 20 — Terms and conditions,” http://www.theyworkforyou.com/debate/?id=2008-11-18b.159.3)

I have quite a lot still to say, so I shall try to give as full a reply, and as brief, as possible. Amendment (b) to Lords amendment No. 42 suggests we replace the term "financial incentives" in proposed new subsection (2)(a) with "payment". The use of the term "financial incentives" clarifies that the general purpose of the scheme is to incentivise low-carbon electricity generation through financial incentives, as opposed to other means such as a regulatory obligation or barrier-busting support, such as help with the planning system. We believe that such clarity is helpful in setting out beyond any doubt the primary purpose of the scheme. However, to give additional reassurances about our intentions, I would point to the powers under proposed new subsection (3) that specifies the term "payment" in all the key provisions that will establish the scheme. In others words, it is explicit that we are dealing with payments to small-scale generators. What is proposed will be a real feed-in tariff scheme.

That makes the plan a nonfinancial incentive
Shapiro, associate – Energy, Environment & Public Utilities Practice Group @ Cozen O'Connor, publisher – Green Building Law Blog, ‘11
(Shari, “Code Green: Is 'Greening' the Building Code the Best Approach to Create a Sustainable Built Environment?” Planning & Environmental Law 63:6, p. 3-12)

The explosion of state and local green building regulations has been extraordinary and has led to interesting regulatory experimentation. Many state and local governments begin by mandating green building practices for public buildings. Some local governments have expanded that mandate to require green building practices for both public and private development, often for new construction over a certain square footage. Others have sought to encourage green building practices through financial incentives. Still others have used non-financial incentives like expedited permitting or increased density to encourage the development of green buildings.

Mandatory green building requirements work very much like traditional "command and control" environmental regulations, the Clean Water Act and the Clean Air Act being preeminent examples. Direct regulation may mandate specific green building practices or the achievement of a green building standard such as the USGBCs Leadership in Energy and Environmental Design (LEED) standard.3 Green building codes such as CALGreen, discussed in detail below, fall into this regulatory category.

Financial incentives have taken the form of direct grants from government entities,4 tax incentives, and rebates.5 Other forms of financial incentives for green buildings are rebates of the typical government-related costs of building, such as application fees.6

Local governments are also experimenting with nonfinancial incentives for green building practices. These incentives are often attractive to municipalities because they do not deplete public finances directly and are therefore easier to get passed in difficult financial times or with teluctant constituencies.7 Examples of nonfinancial incentives include increased floor-to-area ratios for green buildings8 and expedited permitting processes.

C/I

No overlimiting impact

Diehl, Junior Staff Member – Journal of Land, Resources & Environmental Law, JD – University of Utah, ‘7
(Rustin P., 27 J. Land Resources & Envtl. L. 345)

A. Available Incentives for Implementing Clean Renewables

Many studies have considered the benefits and achieved results of the available renewable energy financial incentives. While studies agree that these incentives are effectively promoting business integration of renewable energies, it is questionable whether the incentives encourage private adoption of renewable energy technology. n55 The incentives for implementing clean renewable power generation fall into two main categories: financial incentives and policy  [*354]  incentives. These incentives can be provided at federal, state, and municipal levels.

A laundry list of financial incentives include: corporate equipment rebates, energy efficient mortgages, accelerated corporate depreciation schedules, corporate tax credits, corporate production incentives, corporate and personal tax exemptions, personal tax credits, federal grant programs, USDA renewable energy systems and energy efficiency improvements loan programs, green power purchasing or aggregation, corporate tax incentive, industry recruitment incentives, property tax incentives, state public benefit funds, and state sales tax incentives. n56

Some of the policy incentives encouraging the use of renewable energies include: construction and design policies, contractor licensing, equipment certifications, generation disclosure rules, net metering rules, renewables portfolio set asides, required utility green power option, and solar and wind access laws. n57 In addition to these policy incentives, many states have adopted portfolio mandates or portfolio standards, which require certain percentages of energy come from renewable sources.
Alternative interps include policy incentives that affect market conditions—explodes limits allowing the worst effects-T affs like fixing the economy

Bird et al., Energy Analysis Office @ National Renewable Energy Laboratory, Colorado, ‘5
(Lori, “Policies and market factors driving wind power development in the United States,” Energy Policy 33, p. 1397–1407)
Federal tax and financial incentives have played an important role in encouraging wind power development. The most notable and effective of these incentives has been the Federal Production Tax Credit, which is an inflation-adjusted per-kWh credit applied to the output of a qualifying facility during the first 10 years of its operation. During calendar year 2002, qualifying wind generators earned an inflation-adjusted production tax credit of 1.8 /c/kWh. Originally created under the 1992 Energy Policy Act, the Federal Production Tax Credit was initially available for projects installed between 1994 and June 30, 1999 (Gielecki et al., 2001). The credit was subsequently extended to December 2001 and then again to December 2003. As of the time of writing, Congress has failed to adopt new energy legislation to extend the credit. The impact of the tax credit on the wind energy industry is evident in the boom-bust cycle of development in recent years. Wind energy installations have peaked in years when the credit was scheduled to expire (i.e., 1999, 2001, and 2003) as developers rushed to complete projects in time to take advantage of the credit. In the off years, development has lagged because of the uncertainty surrounding the Production Tax Credit extension and the lead-time necessary to plan and complete projects (see Fig. 2). The Renewable Energy Production Incentive, also created under the 1992 Energy Policy Act, provides an inflation-adjusted cash production incentive (also currently at 1.8 /c/kWh) to wind (and other renewable energy) projects owned by publicly owned utilities and cooperatives that do not have Federal tax liabilities, and therefore are unable to take advantage of the Federal Production Tax Credit. However, funding for the Renewable Energy Production Incentive is subject to Congressional appropriations each year, so there is significant uncertainty regarding the annual availability of the incentive. This has limited its effectiveness as a driver of wind power development because eligible public utilities cannot rely on this revenue stream when financing projects.

Other Federal policy incentives that contributed primarily to the early development of the wind energy industry, particularly in California, have included the Public Utility Regulatory Policies Act (PURPA, which in California provided a ‘‘feed-in tariff’’ of sorts), investment tax credits, and accelerated depreciation (Gielecki et al., 2001). Of these, the five-year accelerated depreciation schedule for wind energy investments is still available and most relevant today. The Job Creation and Worker Assistance Act of 2002 expanded depreciation incentives by allowing owners of wind (and other) projects to take an additional 30 percent depreciation in the first year for assets purchased after September 10, 2001, and before September 11, 2004, and placed in service by January 1, 2005. In May 2003, the Job Creation and Tax Relief Reconciliation Act of 2003 increased the first year depreciation bonus from 30 to 50 percent for qualifying projects placed in service between May 6, 2003 and January 1, 2005.

3. Broad market drivers
Recently, market forces have also played a role in increasing the cost-effectiveness of wind generation. During the past several years, natural gas prices have experienced unprecedented volatility, which has driven up the cost of electricity from natural gas-fired generators and helped to close the gap between the cost of power from wind and conventional sources. During the 1990s, prices for natural gas averaged about $2/thousand cubic feet (Mcf) ($0.07/cubic meter) at the wellhead and varied by about 35 percent during seasonal peaks. Then in the winter of 2000/2001, wellhead prices reached a new peak of more than $8/Mcf ($0.28/cubic meter) and climbed even higher during the winter of 2002/2003 (EIA, 2001). In good wind regimes, wind energy generation has been shown to be cost-effective with natural gas at prices of $3.50/Mcf ($0.12/cubic meter) (Lehr et al., 2001).

Wind energy generation costs have also dropped with the movement toward larger, more efficient turbines. Since 1995, generating efficiencies have improved by more than 15 percent; current efficiencies are approximately 1050 annual net kilowatt-hours (kWh) per square meter (Cohen, 2003). Further, high wholesale electricity prices—resulting not only from high natural gas prices but also from supply demand imbalances associated with the Western energy crisis—have improved the relative competitiveness of wind energy generation.

With the recent downturn in the US economy, and the energy sector in particular, growth in the wind industry has been tempered to some degree. Access to capital has become restricted because many energy companies are already burdened with excessive amounts of debt and have sub-par credit ratings. The slowdown in the economy has also reduced demand for electricity, causing many developers to shelve plans for new power plants of all types. On the other hand, low interest rates have prevailed in the sluggish economy, reducing the cost of financing for project developers who are able to obtain it.

AND—includes terrible K affs

Lifshitz-Goldberg, LL.B, Law and Education – Hebrew University Jerusalem, ‘10
(Yael, 28 UCLA J. Envtl. L. & Pol'y 435)

n87 Wilson, supra note 16, at 1779. In addition to the direct financial incentives, these support programs could also contribute to the expanding of wind energy production by creating social norms, which effectively influence the private sector. See Victor B. Flatt, Act Locally, Affect Globally: How Changing Social Norms to Influence the Private Sector Shows a Path to Using Local Government to Control Environmental Harms, 35 B.C. ENVTL. AFF. L. REV. 455, 457 (2008). 
AT: Perm

Overlap leads to policy failure

Rivlin, 12

(Sr. Fellow-Economic Studies at Brookings & Founding Director of CBO,  6/12, “Rethinking Federalism for More Effective Governance” http://publius.oxfordjournals.org/content/early/2012/06/12/publius.pjs028.full?keytype=ref&ijkey=j9keOPmOHj0c2xV)
 
A bolder approach would be for the federal government to cede some major functions to the states and concentrate on carrying out its remaining national responsibilities more effectively. The case for dividing the governmental job rests partly on efficiency—lowering the administrative cost of federal state overlap and interaction. It also rests on the perception that the United States is an extremely diverse country and that many governmental services should be tailored to local conditions. Whether the service is education or housing or transportation, residents of inner city Philadelphia have different needs than those of rural Kansas or coastal Alaska. Governments closer to the scene are better able to assess the needs of citizens and design programs to meet them. It is easier for citizens at the state and local level to be actively involved in what their government does and call officials to account for their performance.

AT: No Modeling – Doran

States are modeled

Binder, 9

(Office of General Counsel-New York State Department of Environmental Conservation, “The Changing Climate of Cooperative Federalism: The Dynamic Role of the States in a National Strategy to Combat Climate Change,” 27 UCLA J. Envtl. L. & Pol'y 231)

B. Collective Benefits of State and Local Government Action to Combat Climate Change

State and local efforts to reduce GHG emissions have already played a valuable role in reducing GHG emissions in the United States. Such efforts have also helped in developing strategies for reducing GHG emissions that can serve as a model for federal and international action, and in positioning the United States to join in and lead international efforts to reduce GHG emissions. Even if the federal government finally implements real measures to address climate change, state and local action will continue to have substantial benefits.

They’re perceived internationally as the USFG

Blase, 3

Phd-Government-UT Austin, http://www.lib.utexas.edu/etd/d/2003/blasejm039/blasejm039.pdf
Although what the states and cities are doing may not rise to the level of federal law, many of these policy initiatives are in harmony with domestic policy goals. Collectively, it can be argued, they serve to shape the foreign relations of the nation as a whole. Ivo Duchacek sees no difference in relations conducted by federal actors and by subnational actors. “If by diplomatic negotiation we mean processes by which governments relate their conflicting interest to the common ones, there is, conceptually, no real difference between the goals of paradiplomacy and traditional diplomacy: the aim is to negotiate and implement an agreement based on conditional mutuality.”45 Brian Hocking objects to treating the foreign relations of subnational governments as if they were something distinct from the federal level. Hocking studies what happens in federal systems when foreign policy issues become local concerns. He sets his approach apart from the complex interdependence crowd, such as Duchacek, saying that ideas such as “paradiplomacy” places subnational activities outside of traditional diplomatic patterns. Hocking sees non-central governments as integrated into a dense web of diplomatic interactions, in which they serve more as “allies and agents” in pursuit of national objectives rather than as flies in the ointment. “The nature of contemporary public policy with its dual domestic- international features, creates a mutual dependency between the levels of government and an interest in devising cooperative mechanisms and strategies to promote the interests of each level.”46 Rather than separating the activities of non-central governments from those of central governments, Hocking’s goal is to “locate” subnational governments in the traditional diplomatic and foreign policy processes initiated and carried through by the federal government.

Their author goes neg
Doran 6 (Kevin L. Doran, Attorney and senior research fellow at the Energy and Environmental Security Initiative, “Can the U.S. Achieve a Sustainable Energy Economy From the Bottom-Up? An Assessment of State Sustainable Energy Initiatives (7 Vt. J. Envtl. L. 95 2005-2006), http://www.vjel.org/print.php?guid=VJEL10040&cat=journal)

Viewed from a global perspective, state efforts to reduce GHG emissions have the potential to strongly impact worldwide emission trends. In 2002, the U.S. share of global CO2 emissions was approximately 23% -- making it by far the number one GHG emitter.[16] If we compare CO2 emissions from U.S. states to other national jurisdictions (and exclude the U.S. from this comparison), they would constitute 34% of the world's top 50 emitters of CO2 (see Table 1).[17] In 2001, Texas was the world's sixth largest emitter of CO2 and California the thirteenth.[18] If Pennsylvania, Ohio, Florida, Illinois, Indiana, and New York were considered a single country, their combined CO2 emissions in 2001 would make them the world's third largest emitter.[19] Thus, while the U.S. has hitherto repudiated the binding cap-and-trade approach of the Kyoto Protocol, climate mitigation efforts by many U.S. states can nonetheless have an effect equal to or even greater than that of many parties to the Kyoto Protocol. The remainder of Part II offers a brief survey of a few of the many climate change initiatives that are currently being undertaken at state and regional levels.

Concludes that the fed follows on

Doran 6 (Kevin L. Doran, Attorney and senior research fellow at the Energy and Environmental Security Initiative, “Can the U.S. Achieve a Sustainable Energy Economy From the Bottom-Up? An Assessment of State Sustainable Energy Initiatives (7 Vt. J. Envtl. L. 95 2005-2006), http://www.vjel.org/print.php?guid=VJEL10040&cat=journal)

However, it is important to note that the impact of policies is not necessarily limited to what is directly achieved through the implementation of their terms. Policies enacted at one level of government have the potential -- albeit one that is essentially impossible to measure -- to influence and facilitate the creation of similar policies at other levels of government. To borrow from the oft quoted dictum of Justice Louis Brandeis, states can serve as laboratories of democracy -- fertile incubators for novel regulatory frameworks and policy mechanisms.[93]Within the proving ground of an individual state, policies that would not see the light of day on the national stage can be refined and given time to develop track records of success.[94]
This is offense—feds will model the best parts of the counterplan

Yee, 8

(JD-Notre Dame, “A Period of Consequences": Global Warming Legislation, Cooperative Federalism, and the Fight Between the EPA and the State of California,” 32 Environs Envtl. L. & Pol'y J. 183, Fall)

In addition, the federal government has embraced state action in the field of environmental legislation and policy. When Congress enacts environmental legislation, it often adopts state plans, demonstrating how states effectively serve as laboratories for national legislation. n19 Other states and the federal government can learn from the successes and failures of varying approaches, incorporating the most successful components into new legislation. When the government limits states to only one federal approach, the United States loses the opportunity to learn from different methods and, arguably, will enact less effective legislation.
AT: Interstate Compacts

We can – they carve out exceptions that supercede federal law

Cruz, 10

(Sr. Fellow-Center for Tenth Amendment Studies, Shield of Federalism: Interstate Compacts in Our Constitution, December, http://www.texaspolicy.com/center/tenth-amendment/reports/shield-federalism-interstate-compacts-our-constitution)

The American Republic is facing one of the greatest challenges of our history. In Washington, Republicans and Democrats alike have indulged the runaway spending and regulatory overreach of a federal government that continues to expand the scope of its powers unabated. The Patient Protection and Affordable Care Act (“ObamaCare”) marks a dramatic new milestone in that expansion. Americans are starting to realize that restoring and protecting self-government requires a return to our founding principles of limited government and local control. As this nationwide movement gathers momentum, Americans are searching for tools to restore the Constitution’s founding principles. Among the most promising is the interstate compact. Its power as a constitutional device to regulate a multitude of regional issues has already been demonstrated: More than 200 interstate compacts are currently in force. And yet, as this paper shows, that power remains largely unexploited. Under our Constitution, interstate compacts that regulate matters within the enumerated powers of the federal government require congressional consent. That consent can be express (an affirmative majority vote in Congress) or even implied by congressional acquiescence. In the case of express congressional consent, historically that has been accomplished through either a bill or a resolution that typically has been presented to the President for his signature into law. Critically, once Congress consents to an interstate compact, the compact carries the force of federal law, trumping all prior federal and state law. Few issues have energized citizens nationally more than the recent federal health care legislation—seen by many as a federal power-grab at the expense of state authority and individual liberty. An interstate health care compact would present a powerful vehicle for the States to confront Obama Care directly. Two insights give force to this Policy Perspective, a legal insight and a political insight. First, legally, the problem confronted by most state efforts against federal health care legislation is that, under the Supremacy Clause, federal law preempts state law. However, with congressional consent, an interstate compact is federal law. Hence, it can supersede all prior federal law—including ObamaCare. Second, politically, if States enter into an interstate compact, it becomes very difficult for their elected congressional representatives to deny them consent. It is one thing to vote in the abstract for federal legislation; it is quite another to tell your home-state constituents that you will not respect their views and expressed desire not to be bound by ObamaCare. More broadly, in the decades ahead, interstate compacts could gain increasing use as a shield against federal overreach. With congressional consent, federalized interstate compacts could shield entire areas of state regulation from the power of the federal government. This paper explores the history and law of interstate compacts, with particular focus on federalized interstate compacts.

Court won’t overturn a federalized compact
Blevins, 11

(“Congressional Consent and the Permission for States to Enter into Interstate Compacts,” http://knowledgecenter.csg.org/drupal/content/congressional-consent-and-permission-states-enter-interstate-compacts)

Federalization of Interstate Compacts

Once Congress grants consent, a compact then becomes federal law. In the case of Cuyler v. Adams, the court articulated congressional consent “transforms the States’ agreement into federal law under the Compact Clause.”16 Thus, “once Congress gives consent, the compact is presumptively transformed into the law of the United States absent compelling evidence that consent was not required.”17 This transformation from state-created agreement into federal law is unique. In no other context does a state law become “federalized” with such miniscule influence by the federal government than in the congressional approval of interstate compacts. This “transformation” effect also places the compact within the scope of federal jurisdiction while insulating the compact from constitutional attack.18

AT: Preemption

Prefer empirics – California proves states will get away with it – even if there is a statute
Dorsi, 12

(Fellow, Phillips & Cohen LLP & JD-Harvard Law School, “Clean Energy Pricing and Federalism: Legal Obstacles and Options for Feed-in Tariffs,” Spring, 35 Environs Envtl. L. & Pol'y J. 173)

The FERC clarification provides an opportunity for states to implement some feed-in tariff policies in the absence of new legislation. California indicated an interest in applying energy efficiency standards as part of a feed-in tariff regime, and FERC accepted this as possible. n141 Although the exact contours are not yet defined, FERC indicated a willingness to accept other key components of California's design, namely different rates for different resources and a broader [*200] definition of avoided cost. n142 The authorization for the California feed-in tariff has a 20 megawatt cap, matching the FERC rule. n143 Given the time necessary for policy development and implementation, states ought to focus on working within FERC's clarification rather than fighting FERC in court.
The CP is possible without any congressional action
Hempling, 10

(Law Prof-Georgetown & Fellow-National Regulatory Research Institute, Renewable Energy Prices in State-Level Feed-in Tariffs: Federal Law Constraints and Possible Solutions, NREL Technical Report, January)
For states relying on the PURPA mandate, certain feed-in tariffs are possible without any action by FERC or Congress. Currently, a state implements PURPA by establishing an avoided cost price, which the utility must offer to QFs. FERC precedent allows states to supplement this avoided cost payment (i.e., get the QF compensation exceeding avoided cost), in one of three ways: (a) assigning “renewable energy credits,”3 (b) making cash grants or paying production-based incentives (funded, for example, by taxpayers through the general budget, or by ratepayers through a "system benefits charge"), or (c) establishing a purchase price that exceeds avoided cost but granting the purchasing utility a tax credit equal to the excess. FERC has found that these forms of supplemental compensation fall outside of its PURPA jurisdiction, and therefore are not preempted. This PURPA mandate path is available to QFs of any size, but it is not available if the seller is not a QF.4
Courts empirically don’t preempt

Epstein, 7

(Law Prof-Chicago, June, “Federal Preemption: Principles and Politics,” http://www.aei.org/outlook/26296)
The inexorable expansion of the commerce power during the New Deal period brought that era to a close. "Dual" federalism and exclusive federal and state powers gave way to concurrent powers, in which the federal government, under the Supremacy Clause,[3] may decide whether to rule the roost alone or to share power with the states. So long as Congress makes its intentions clear, it may displace the states, either in whole or part, for any reason (except in some marginal cases). Modern preemption doctrine--the preemption doctrine of the New Deal--is a self-conscious attempt to counter the centralizing effects of a boundless Commerce Clause. Federal law preempts state law when the two are in actual conflict; that much follows straightforwardly from the Supremacy Clause. Likewise, federal law displaces state law when Congress has expressly provided for preemption. That, too, rests squarely on the Supremacy Clause. Beyond these two cases, however, courts will not "imply" federal preemption unless that is the intended result. The intent of Congress is the touchstone of post-New Deal preemption doctrine. Moreover, especially in areas of "historic" state powers (such as health and safety regulation), courts apply a "presumption against preemption": preemption must be clearly intended before courts will give the nod to Congress.

Jurisdiction is muddled – err against pre-emption
Perkins 9 (John, J.D. Golden Gate University School of Law, "Overcoming Jurisdictional Obstacles to Feed-In Tariffs in the United States," 40 Golden Gate U. L. Rev. (2009), http://digitalcommons.law.ggu.edu/ggulrev/vol40/iss1/5)

Though the boundaries of FERC jurisdiction may seem simple, this simplicity is misleading. The division between federal and state jurisdiction over electrical energy is not as clear as the statutory language might imply, nor is it absolute. This section demonstrates some of the flexibility and complexity of the rules of jurisdiction over electrical energy transactions.

States will work around obstacles

Dorsi, 12

(Fellow, Phillips & Cohen LLP & JD-Harvard Law School, “Clean Energy Pricing and Federalism: Legal Obstacles and Options for Feed-in Tariffs,” Spring, 35 Environs Envtl. L. & Pol'y J. 173)

This Article argues that obstacles rooted in the federal system present risks to state feed-in tariff policies. However, current law provides opportunities for states to carefully craft policies that comport with statutory requirements by making use of prior federal authorization. Also, if states are faced with situations where Congress or the courts could reshape the relevant legal landscape, states will have the opportunity to raise arguments that, if successful, would result in greater autonomy in energy pricing policy.
Natives

Util

Harries, 94 – Editor @ The National Interest

(Owen, Power and Civilization, The National Interest, Spring, lexis)

Performance is the test. Asked directly by a Western interviewer, “In principle, do you believe in one standard of human rights and free expression?”, Lee immediately answers, “Look, it is not a matter of principle but of practice.” This might appear to represent a simple and rather crude pragmatism. But in its context it might also be interpreted as an appreciation of the fundamental point made by Max Weber that, in politics, it is “the ethic of responsibility” rather than “the ethic of absolute ends” that is appropriate. While an individual is free to treat human rights as absolute, to be observed whatever the cost, governments must always weigh consequences and the competing claims of other ends. So once they enter the realm of politics, human rights have to take their place in a hierarchy of interests, including such basic things as national security and the promotion of prosperity. Their place in that hierarchy will vary with circumstances, but no responsible government will ever be able to put them always at the top and treat them as inviolable and over-riding. The cost of implementing and promoting them will always have to be considered.
1NR

2nc no impact Heg
Data should frame the impact debate – wars have never correlated to US military spending or international activism – that’s Fettweis. 

Their laundry list of vague impacts is academic junk – conflicts can’t just emerge

Fettweis, 11
Christopher J. Fettweis, Department of Political Science, Tulane University, 9/26/11, Free Riding or Restraint? Examining European Grand Strategy, Comparative Strategy, 30:316–332, EBSCO

Assertions that without the combination of U.S. capabilities, presence and commitments instability would return to Europe and the Pacific Rim are usually rendered in rather vague language. If the United States were to decrease its commitments abroad, argued Robert Art, “the world will become a more dangerous place and, sooner or later, that will redound to America’s detriment.”53 From where would this danger arise? Who precisely would do the fighting, and over what issues? Without the United States, would Europe really descend into Hobbesian anarchy? Would the Japanese attack mainland China again, to see if they could fare better this time around? Would the Germans and French have another go at it? In other words, where exactly is hegemony is keeping the peace? With one exception, these questions are rarely addressed.

That exception is in the Pacific Rim. Some analysts fear that a de facto surrender of U.S. hegemony would lead to a rise of Chinese influence. Bradley Thayer worries that Chinese would become “the language of diplomacy, trade and commerce, transportation and navigation, the internet, world sport, and global culture,” and that Beijing would come to “dominate science and technology, in all its forms” to the extent that soon the world would witness a Chinese astronaut who not only travels to the Moon, but “plants the communist flag on Mars, and perhaps other planets in the future.”54 Indeed China is the only other major power that has increased its military spending since the end of the Cold War, even if it still is only about 2 percent of its GDP. Such levels of effort do not suggest a desire to compete with, much less supplant, the United States. The much-ballyhooed, decade-long military buildup has brought Chinese spending up to somewhere between one-tenth and one-fifth of the U.S. level. It is hardly clear that a restrained United States would invite Chinese regional, must less global, political expansion. Fortunately one need not ponder for too long the horrible specter of a red flag on Venus, since on the planet Earth, where war is no longer the dominant form of conflict resolution, the threats posed by even a rising China would not be terribly dire. The dangers contained in the terrestrial security environment are less severe than ever before.

Believers in the pacifying power of hegemony ought to keep in mind a rather basic tenet: When it comes to policymaking, specific threats are more significant than vague, unnamed dangers. Without specific risks, it is just as plausible to interpret U.S. presence as redundant, as overseeing a peace that has already arrived. Strategy should not be based upon vague images emerging from the dark reaches of the neoconservative imagination. 
Overestimating Our Importance

One of the most basic insights of cognitive psychology provides the final reason to doubt the power of hegemonic stability: Rarely are our actions as consequential upon their behavior as we perceive them to be. A great deal of experimental evidence exists to support the notion that people (and therefore states) tend to overrate the degree to which their behavior is responsible for the actions of others. Robert Jervis has argued that two processes account for this overestimation, both of which would seem to be especially relevant in the U.S. case.55 First, believing that we are responsible for their actions gratifies our national ego (which is not small to begin with; the United States is exceptional in its exceptionalism). The hubris of the United States, long appreciated and noted, has only grown with the collapse of the Soviet Union.56 U.S. policymakers famously have comparatively little knowledge of—or interest in—events that occur outside of their own borders. If there is any state vulnerable to the overestimation of its importance due to the fundamental misunderstanding of the motivation of others, it would have to be the United States. Second, policymakers in the United States are far more familiar with our actions than they are with the decision-making processes of our allies. Try as we might, it is not possible to fully understand the threats, challenges, and opportunities that our allies see from their perspective. The European great powers have domestic politics as complex as ours, and they also have competent, capable strategists to chart their way forward. They react to many international forces, of which U.S. behavior is only one. Therefore, for any actor trying to make sense of the action of others, Jervis notes, “in the absence of strong evidence to the contrary, the most obvious and parsimonious explanation is that he was responsible.”57

It is natural, therefore, for U.S. policymakers and strategists to believe that the behavior of our allies (and rivals) is shaped largely by what Washington does. Presumably Americans are at least as susceptible to the overestimation of their ability as any other people, and perhaps more so. At the very least, political psychologists tell us, we are probably not as important to them as we think. The importance of U.S. hegemony in contributing to international stability is therefore almost certainly overrated.
In the end, one can never be sure why our major allies have not gone to, and do not even plan for, war. Like deterrence, the hegemonic stability theory rests on faith; it can only be falsified, never proven. It does not seem likely, however, that hegemony could fully account for twenty years of strategic decisions made in allied capitals if the international system were not already a remarkably peaceful place. Perhaps these states have no intention of fighting one another to begin with, and our commitments are redundant. European great powers may well have chosen strategic restraint because they feel that their security is all but assured, with or without the United States.

Even if heg is good, US wouldn’t deploy – offshore balancing and nukes solve the impact

Adams, Professor U.S. Foreign Policy Program – American University, Distinguished Fellow – Stimson Center, ‘11
(Gordon, “A Leaner and Meaner Defense,” Foreign Affairs, Vol. 90 Iss. 1, January/February) 

Some people point to China as a successor to the Soviet Union and cite it as a reason why preventing and preparing for nuclear or large-scale conventional war should remain priority missions. They highlight the risk of a U.S.-Chinese conflict over Taiwan or the possibility that China will deny the U.S. military access to the western Pacific. Of course, China is a rising power that is making increasingly substantial investments in defense. But it is important not to overreact to this fact. Focusing on China's military capabilities ought not replace a broader strategy. As the United States determines how to engage China and how to protect its interests in Asia generally, it must balance the diplomatic, economic, and financial, as well as the military, elements of its policy. Most defense analysts estimate that China's military investments and capabilities are decades behind those of the United States, and there is very little evidence that China seeks a conventional conflict with the United States. There is substantial evidence that China's economic and financial policy is a more urgent problem for the United States, but one of the best ways for the United States to respond to that is to get its fiscal house in order.

The prospect of a major war with other states is even less plausible. Defense planning scenarios in the 1990s were built around the possibility of two conflicts. The one involving Iraq is now off the table. A conflict with North Korea was the second, but although that country's military is numerically impressive, South Korea's state-of-the-art armed forces can manage that challenge without needing the assistance of U.S. troops. The United States can now limit its contribution to strategic nuclear deterrence, air support, and offshore naval balancing in the region. The prospect of a conventional war with Iran is not credible. Iran's vast size, to say nothing of the probability that the population would be hostile to any U.S. presence there, means that anything more than U.S. air strikes and Special Forces operations targeting Iranian nuclear capabilities is unlikely.

Given the stakes, some hedging for these exceedingly low-probability risks is reasonable. But even a smaller U.S. force and budget than today's would be ample because many of these risks are less likely than ever and the United States' allies now enjoy unprecedented military and strategic advantages. The most vexing missions are those at the heart of the Quadrennial Defense Review: counterinsurgency, nation building, and the building of other countries' security sectors, among others. And these, alongside competition with China, are motivating Gates and other planners at the Pentagon, despite Gates' acknowledgment in this magazine last spring that "the United States is unlikely to repeat a mission on the scale of those in Afghanistan or Iraq anytime soon -- that is, forced regime change followed by nation building under fire." Such planned missions are based on a misguided premise: that the U.S. campaigns in Afghanistan and Iraq foreshadow the need for a large U.S. military force to increasingly intervene in failing states teeming with insurgents and terrorists. But Gates' effort to nonetheless tailor U.S. military capabilities to such tasks suggests that there is still significant support for them in the Pentagon. According to General George Casey, the army chief of staff, for example, the United States is in an "era of persistent conflict." Yet the United States is very unlikely to embark on another regime-change and nation-building mission in the next decade -- nor should it. Indeed, in the wake of its operations in Afghanistan and Iraq, the demand for the United States to act as global policeman will decline.

Pakistan is often cited as a state that might require such an intervention. Clearly, it is the case that Gates had in mind when he worried about "a nuclear-armed state [that] could collapse into chaos and criminality." But even if Pakistan collapsed, the U.S. government would probably not send in massive forces for fear of facing widespread popular opposition and an armed resistance in the more remote parts of the country. More likely, the U.S. government would resort to air power and Special Forces in order to secure Pakistan's nuclear arsenal. After the invasions of Afghanistan and Iraq, it is clear that U.S. forces are not suited to lengthy occupations, especially when they involve a stabilization mission, governance reform, and economic development.
Impact overview

Nuclear winter and extinction would occur – analogs prove 

Robock, 2009
Alan Robock, Professor of Climatology at Rutgers, 1-6-2009, “Nuclear Winter,” Encyclopedia of Earth, http://www.eoearth.org/article/Nuclear_winter

Nuclear winter is a theory based on computer model calculations. Normally, scientists test theories by doing experiments, but we never want to do this experiment in the real world. Thus we look for analogs that can inform us of parts of the theory. And there are many such analogs that convince us that the theory is correct:      * Cities burning. Unfortunately, we have several examples of cities burning, firestorms created by the intense release of energy, and smoke being pumped into the upper atmosphere. These include San Francisco as a result of the earthquake in 1906, and cities bombed in World War II, including Tokyo, Dresden, Hamburg, Darmstadt, Hiroshima, and Nagasaki.     * The seasonal cycle. In the winter, the climate is cooler, because the days are shorter and sunlight is less intense. Again, this helps us quantify the effects of reduction of solar radiation.     * The diurnal cycle. At night the Sun sets and it gets cold at the surface. If the Sun did not rise tomorrow, we already have an intuitive feel for how much cooling would take place and how fast it would cool.     * Volcanic eruptions. Explosive volcanic eruptions, such as those of Tambora in 1815, Krakatau in 1883 and Pinatubo in 1991, provide several lessons. The resulting sulfate aerosol cloud in the stratosphere is transported around the world by winds, thus supporting the results from the animations above. The surface temperature plummets after each large eruption, in proportion to the thickness of the stratospheric cloud. In fact 1816, following Tambora, is known as the "Year Without a Summer," with global cooling and famine. Following the Pinatubo eruption, global precipitation, river flow, and soil moisture all reduced, since cooling the planet by blocking sunlight has a strong effect on reducing evaporation and weakening the hydrologic cycle. This is also what the nuclear winter simulations show.     * Forest fires. Smoke from large forest fires sometimes is injected into the lower stratosphere. And the smoke is transported around the world, also producing cooling under the smoke.     * Dust storms on Mars. Occasionally, dust storms start in one region of Mars, but the dust is heated by the Sun, lofted into the upper atmosphere, and transported around the planet to completely enshroud it in a dust blanket. This process takes a couple weeks, just like our computer simulations for the nuclear winter smoke.     * Extinction of the dinosaurs. 65,000,000 years ago an asteroid or comet smashed into the Earth in southern Mexico. The resulting dust cloud, mixed with smoke from fires, blocked out the Sun, killing the dinosaurs, and starting the age of mammals. This Cretaceous-Tertiary (K-T) extinction may have been exacerbated by massive volcanism in India at the same time. This teaches us that large amounts of aerosols in Earth's atmosphere have caused massive climate change and extinction of species. The difference with nuclear winter is that the K-T extinction could not have been prevented. 

Turns econ/compet

Fareed Zakaria 3-9, host of CNN foreign affairs program, “Zakaria: Why oil prices keep rising”, http://globalpublicsquare.blogs.cnn.com/2012/03/09/zakaria-why-oil-prices-keep-rising/
The rising price of oil is the single most serious threat to the global economic recovery, the U.S. economy and President Obama's reelection prospects. Right now, we are beginning to move into a pretty broad-based recovery. Manufacturing is rising for the first time in 25 years. Technology firms are doing very well. Retail is picking up. The green shoots of the housing recovery are emerging and that's very important because housing has led almost every recovery since World War II. . But all the while that you have this economic good news, you are beginning to see oil prices rise quite substantially. They're up about 15 percent over the last few months. And that could put a damper on all this good news. Why is the price of oil rising? It's happening for one reason, principally and that is geopolitical risk. There are fears of a war with Iran and fears that crippling sanctions on Iran would cut down Iranian oil exports almost entirely. If you look at demand for oil, it's just not that strong. Much of the world is in slower economic times than before. In January 2007, oil was $50 a barrel. It's now $110 a barrel. This doesn't make any economic sense unless you factor in geopolitical risk. So for oil prices to decline, there must be some resolution to the tensions with Iran. But there is a broader problem, which is that there just isn't that much oil on the market and demand is going to begin to rise again as many countries come out of their recessions and into recoveries. There isn't that much of what's called "spare capacity" - the ability to increase production quickly. The only ones who have it are Saudi Arabia and they are operating at their limits in some ways. So there are economic fundamentals that explain why oil prices are high - but not why they are so high. The reason they are so high is really Iran, Iran and Iran.

Obama solves warming
Samuelsohn 11 

(Darren Samuelsohn, Darren Samuelsohn is a senior energy & environment reporter for POLITICO Pro. He graduated from the University of Missouri School of Journalism, “Obama signals to greens for 2012”, 5/3/11, http://epw.senate.gov/public/index.cfm?FuseAction=Minority.Blogs&ContentRecord_id=b75cfcfc-802a-23ad-4095-a6d19dce8fa3)

President Barack Obama is offering his beleaguered green base some titillating morsels for what he hopes to deliver on energy policy if he wins a second term.¶ Don't get Obama wrong; these are not campaign promises - yet.¶ But over the past month, the president has made it clear in West Wing meetings and fundraisers that he wants to rally environmentally minded voters who, thanks in large part to last year's big global warming legislative failure, still feel like his second pick for the prom.¶ "We've had some setbacks, and some things haven't happened as fast as people wanted them to happen," Obama said at a recent New York fundraiser. "I know. I know the conversations you guys have. ‘Oh, you didn't get the public option - and, gosh, I wish that energy bill had passed.' I understand the frustrations. I feel them too."¶ Obama's team knows about the consequences of an environmental exodus. In the 2000 presidential election, Democrats blamed some greens with helping George W. Bush narrowly win the White House by supporting Ralph Nader over Al Gore.¶ Last week in Chicago, Obama 2012 campaign adviser David Axelrod and Mayor-elect Rahm Emanuel tried to do their part to buck up the green base during private meetings with about 80 major environmental philanthropists.¶ Attendees told POLITICO that the former White House officials heard a number of complaints about last year's climate bill loss but responded by pointing to the president's commitment to their issues via EPA climate rules and tens of billions in spending on renewable energy through the 2009 stimulus package.¶ "We had a back and forth about getting to first base versus swinging for the fences," said Betsy Taylor, co-founder and board president of 1Sky, one of the environmental groups pushing for federal policies to curb greenhouse gases.¶ With his day job, Obama must be careful not to give the appearance he's resting on his laurels until a second term.¶ The president pounced last week on House Speaker John Boehner's ABC News interview expressing an openness to end some of the oil industry's biggest tax breaks. And his Cabinet fanned out around the country to unveil a long-awaited policy defining what waters are subject to federal pollution rules - answering pleas by greens to clarify conflicting Supreme Court opinions.¶ But Obama's team probably is going to have to wait on many other top green priorities.¶ Regulations for coal ash, a potentially toxic leftover from coal-fired power plants, probably will be pushed back until after the election.¶ EPA's most anticipated new climate regulations for power plants and other major industrial sources are due in final form next spring. But with congressional Republicans making the rules a centerpiece of their legislative attack strategy, sources within and outside the administration expect that EPA's efforts will ultimately get punted beyond November 2012.¶ Earlier this month, Obama dropped in unannounced on a group of youth activists meeting with senior aides in the White House. During a nearly 30-minute exchange, the president cited the challenges of moving comprehensive energy legislation in Congress, given hurdles from the Republican-led House.¶ "The implication there was it would be pretty hard to do anything massive in the next 18 months," said Courtney Hight, executive director of the Energy Action Coalition and a former White House Council on Environmental Quality staffer.¶ Veterans of Obama's first-term cap-and-trade battle have packed up their most ambitious requests until after the presidential campaign, relegating themselves to the back seat as the White House and Congress try to address the debt limit and budget issues.¶ "I don't think anybody expects anything different than those two topics will take up all the energy for the remainder of this term," said Manik Roy, vice president of federal government outreach at the Pew Center on Global Climate Change.¶ But Roy said he would look to Obama for a second go at energy issues come 2013.¶ "If we start seeing the unemployment situation turned around, if we get ourselves on a path to deal with the debt, then I think in a second term, I'd expect him to come back to his policy priorities, including clean energy," Roy said.¶ To even win a second term, Obama must navigate some tough terrain on energy issues, with his moves being scrutinized from all parts of the political spectrum.¶ With Americans paying more than $4 a gallon for gasoline in many places, GOP presidential rivals like Tim Pawlenty and Mitt Romney have hit the major television networks and conservative radio stations to decry Obama's energy policies. Picking at Obama's scabs, Republican operatives are also making light his mixed two-plus-year record on environmental issues.¶ "Why make any more promises when you didn't deliver the first time around?" said Mark McIntosh, counsel at Boyden Gray & Associates and a former White House official in the George W. Bush administration.¶ Obama's left flank remains a concern too.¶ Greens who fought Bush on global warming policy and science for eight years have in recent months been agonizing over whether Obama would really follow through with a veto threat on any piece of legislation that strips EPA of its climate change powers, from stand-alone measures to riders in the catch-all budget.¶ During the Power Shift youth conference on energy issues last month in Washington, organizers dubbed one of their sessions "What to Do When the President's Just Not That Into You."¶ "I just want to see him draw a line in the sand," said Hight, who helped organize the White House meeting that included deputy chief of staff Nancy-Ann DeParle, top energy and climate adviser Heather Zichal, Council on Environmental Quality Associate Director Amy Salzman, Office of Public Engagement Director Jon Carson and his associate director, Kal Penn.¶ "I think we shook them a little bit," Hight said. "It was the first time they were thinking young people aren't a sure thing."¶ During the meeting, Obama didn't make any promises on energy or environmental legislation. But Hight said he urged the activists to "keep pushing me," adding, "It's your job to push the envelope. It's my job to govern."¶ Daniel Weiss, a senior fellow at the Center for American Progress Action Fund, said Obama's campaign rhetoric on energy could serve a purpose as Republicans attack him on the issue.¶ "If the president wins a comfortable reelection, one could argue he's won the debate and therefore creates the space for enough Republicans to say ‘we've got to address this, that a deal is conceivable,'" Weiss said, citing Bill Clinton's 1997 budget deal with House Speaker Newt Gingrich after trouncing Bob Dole in the 1996 election.¶ Weiss said it's "very possible" that Obama in a second term could make progress on a clean energy standard and measures to reduce oil consumption.¶ And while he acknowledged it's something of a long shot, Weiss said the idea of legislation forcing "direct reductions on global warming pollution" would even be on the table if it appeased coal-state Democrats with financial aid for carbon capture and sequestration technologies. Obama also would need some Republicans to return to a space on climate issues that the party reluctantly occupied when John McCain became its 2008 presidential nominee with a campaign platform that included cap-and-trade legislation.¶ 
Romney win causes China-bashing – causes a trade war 

Gerstein 11 

(Josh, writer @ Politico, “The GOP's China syndrome”, 11/22/12, http://www.politico.com/news/stories/1111/68952.html)

Mitt Romney says America is at war with China — a “trade war” over its undervalued currency. “They’re stealing our jobs. And we’re gonna stand up to China,” the former Massachusetts governor declared in a recent Republican presidential debate, arguing that the United States should threaten to impose tariffs on Chinese imports. When Romney steps on stage tonight for another debate, this one devoted to foreign policy, that kind of China-bashing is likely to be a favorite theme. With a moribund economy and relatively little traction for other international issues, the threat posed by cheap Chinese imports and Chinese purchases of U.S. debt is an irresistible target. The problem, China experts are quick to point out, is that those attacks often fly in the face of the business interests Republicans have traditionally represented, not to mention the record many of the candidates have either supporting trade with China — or actively soliciting it. Just last year, for example, Romney slammed President Barack Obama for growth-killing protectionism after he put a 35 percent tariff on Chinese tires because of a surge of cheap imports. And, Romney wrote in his book, “No Apology: The Case for American Greatness,” “Protectionism stifles productivity.” And though Texas Gov. Rick Perry predicted at a debate this month that “the Chinese government will end up on the ash heap of history if they do not change their virtues,” a picture posted on the Internet shows a smiling Perry on a trade mission to Shanghai and Beijing posing with Chinese Foreign Minister Yang Jiechi after presenting him with a pair of cowboy boots. Nor has Perry been shy about encouraging Chinese investments in Texas: In October 2010, he appeared at the announcement of a new U.S. headquarters for Huawei Technologies to be located in Plano, Texas, despite lingering concerns among U.S. security officials that Huawei-made telecommunications equipment is designed to allow unauthorized access by the Chinese government. “There’s a certain pandering going on,” said Nicholas Lardy of the Peterson Institute for International Economics, who adds that the GOP rhetoric is squarely at odds with the views of the U.S. establishment, which believes a showdown with China over the trade issue “will make things worse, not better.” Not all of the 2012 GOP presidential hopefuls have taken to publicly pummeling Beijing. The only bona fide China expert in the group, former Ambassador to China Jon Huntsman, has criticized Romney for being cavalier and simplistic in his talk of tariffs. “You can give applause lines, and you can kind of pander here and there. You start a trade war if you start slapping tariffs randomly on Chinese products based on currency manipulation,” Huntsman said at a recent debate. “That doesn’t work.” Former Sen. Rick Santorum also rejected the idea of slapping tariffs on Beijing if it won’t buckle on the currency issue. “That just taxes you. I don’t want to tax you,” Santorum said. Newt Gingrich says he wants to bring a world of hurt down on Beijing for alleged Chinese cyberattacks on the U.S. and theft of intellectual property, though he’s vague about how. “We’re going to have to find ways to dramatically raise the pain level for the Chinese cheating,” the former house speaker declares. And Herman Cain talks of a threat from China, but says the answer is to promote growth in the U.S. “China’s economic dominance would represent a national security threat to the USA, and possibly to the rest of the world,” Cain wrote in May in the Daily Caller. “We can outgrow China because the USA is not a loser nation. We just need a winner in the White House.” Romney’s rhetoric has been particularly harsh. “It’s predatory pricing, it’s killing jobs in America,” he declared at the CNBC debate earlier this month, promising to make a formal complaint to the World Trade Organization about China’s currency manipulation. “I would apply, if necessary, tariffs to make sure that they understand we are willing to play at a level playing field.” The Romney campaign insists those tariffs are entirely distinguishable from the tire duties Obama imposed in 2009. “The distinction between Obama’s tire action and what Gov. Romney is proposing is simple,” said a Romney aide who did not want to be named. “President Obama is not getting tough with China or pushing them unilaterally, he is handing out political favors to union allies. [Romney’s] policy focuses on fostering competition by keeping markets open and the playing field level.” Romney, who helped set up investment bank Bain Capital, has long been a favorite of Wall Street, so his stridency on the China trade issue has taken some traditional conservatives — for whom free trade is a fundamental tenet — by surprise. National Review said Romney’s move “risk[ed] a trade war with China” and was “a remarkably bad idea.” In fact, many business leaders give Obama good marks for his China policy. “What the Obama administration has done in not labeling China as a ‘currency manipulator’ is correct,” said one U.S. business lobbyist who closely follows U.S.-China trade issues and asked not to be named. “We’re very leery of a tit-for-tat situation,” he added, while acknowledging that the anti-China rhetoric is “good politics.”
That goes nuclear 
Taaffe 5 

(Peter Taaffe, “China, A New Superpower?,” Socialist Alternative.org, Nov 1, 2005, pg. http://www.socialistalternative.org/news/article11.php?id=30)

While this conflict is unresolved, the shadow of a trade war looms. Some commentators, like Henry C.K. Liu in the Asia Times, go further and warn that "trade wars can lead to shooting wars." China is not the Japan of the 21st century. Japan in the 1980s relied on the U.S. military and particularly its nuclear umbrella against China, and was therefore subject to the pressure and blackmail of the U.S. ruling class.  The fear of the U.S., and the capitalists of the "first world" as a whole, is that China may in time "out-compete" the advanced nations for hi-tech jobs while holding on to the stranglehold it now seems to have in labor-intensive industries.  As the OECD commented recently: "In the five-year period to 2003, the number of students joining higher education courses has risen by three and a half times, with a strong emphasis on technical subjects."  The number of patents and engineers produced by China has also significantly grown. At the same time, an increasingly capitalist China - most wealth is now produced in the private sector but the majority of the urban labor force is still in state industries - and the urgency for greater energy resources in particular to maintain its spectacular growth rate has brought it into collision on a world scale with other imperialist powers, particularly the U.S.  In a new worldwide version of the "Great Game" - the clash for control of central Asia's resources in the nineteenth century - the U.S. and China have increasingly come up against and buffeted one another. Up to now, the U.S. has held sway worldwide due to its economic dominance buttressed by a colossal war machine accounting for 47% of total world arms spending. But Iraq has dramatically shown the limits of this: "A country that cannot control Iraq can hardly remake the globe on its own." (Financial Times)  But no privileged group disappears from the scene of history without a struggle. Donald Rumsfeld, U.S. defense secretary, has stated: "Since no nation threatens China, one must wonder: why this growing [arms] investment? Why these continuing large and expanding arms purchases?"  China could ask the same question of the U.S. In order to maintain its position, the U.S. keeps six nuclear battle fleets permanently at sea, supported by an unparalleled network of bases. As Will Hutton in The Observer has commented, this is not because of "irrational chauvinism or the needs of the military-industrial complex, but because of the pressure they place on upstart countries like China."  In turn, the Chinese elite has responded in kind. For instance, in the continuing clash over Taiwan, a major-general in the People's Liberation Army baldly stated that if China was attacked "by Washington during a confrontation over Taiwan... I think we would have to respond with nuclear weapons."  He added: "We Chinese will prepare ourselves for the destruction of all of the cities east of Xian. Of course, the Americans would have to be prepared that hundreds... of cities would be destroyed by the Chinese." This bellicose nuclear arms rattling shows the contempt of the so-called great powers for the ordinary working-class and peasant peoples of China and the people of the U.S. when their interests are at stake. 

1NR Uniqueness

Obama will win now, but its tight

Nate Silver, 10/1/12, Sept. 30: Romney Down a Touchdown?, fivethirtyeight.blogs.nytimes.com/2012/10/01/sept-30-romney-down-a-touchdown/
We’ve probably already been in the fourth quarter for a week or so, because we’ve already passed the point when a convention bounce (if it was indeed a bounce and not a permanent shift in the conditions) might be expected to wear off. And we’ll reach a fourth-quarter landmark on Wednesday, when President Obama and Mitt Romney hold their first of three debates. Every now and then, the game goes into overtime — in which case things like turnout and the Electoral College math suddenly begin to matter a great deal. But let’s not get ahead of ourselves: it’s early in the fourth quarter and Mitt Romney finds himself down in the race. The question is how far behind he is, and what he’ll have to do to make up his deficit with Mr. Obama. According to the win probability calculator at AdvancedNFLStats.com, an N.F.L. team down by field goal with 10 minutes left to play in the fourth quarter has a 34 percent probability of winning the game. A team down by a touchdown wins just 16 percent of the time. (A technical note for sports geeks: these cases assume that the trailing team has possession of the football with first down and 10 yards to go at its own 20 yard line.) If you look at our estimate of Mitt Romney’s chances of winning the Electoral College, which are about 15 percent right now in the FiveThirtyEight forecast, the touchdown analogy works best: Mr. Romney has about as much chance of winning as an N.F.L. team does when it trails by a touchdown early in the fourth quarter. It might be surprising that a team down by just a touchdown — a close game, by any common description of it — winds up winning so rarely. But there are a few things to consider. First, a field goal alone won’t be enough for the team to come back. It needs something big to happen — or it needs to score at least twice. Second, although there’s still enough time in the game for the trailing team to have multiple opportunities to score, there is also enough time for the opponents to score as well and extend their lead. So the team still has to play defense — it’s not purely a two-minute drill. A third and often overlooked (if completely obvious) point: if the trailing team does score a clutch touchdown, it only ties the game. There are a lot of cases in which it will later lose anyway. Right now, our forecast says that Mr. Romney has only about a 15 percent chance of winning. But that does not mean that he only has a 15 percent chance of tightening the race — or of making it come down to the wire. But there are plenty of circumstances in which Mr. Romney has some good things happen, makes the race very close, and then loses — whether because he loses Ohio, or because his turnout operation isn’t much good, or because the polls turn out to be slightly biased toward him rather than against him. As for what might happen this week: the first debate alone will probably not provide an opportunity for Mr. Romney to score a touchdown. Historically, the largest shifts in the polls after the first debate have been about three points in either direction — smaller than Mr. Romney’s current deficit in most polls. This would be the equivalent of a field goal.

Obama win still decisively, but Romney is perilously close—events could flip the election

Harry Enten, Guardian election expert, 10/4/12, If Mitt Romney won the debate, will he win the election?, www.guardian.co.uk/commentisfree/2012/oct/04/mitt-romney-won-debate-win-election
Romney gains on an increasingly vulnerable Obama, but the president still leads.

First, general election debates are not primary debates. If you took a polling chart of the 2012 Republican primary, it would look like a w's and m's. Candidate preferences were so flexible that Herman Cain – a man never elected to political office who would leave the campaign because of a sexual harassment charge – led the contest a year ago. The reason Cain took the lead was because he looked good in the debates. When policy differences are small, as they are in primaries, personality matters.

Personality isn't anywhere near as important in general elections. Voters can decide on the issues because there are true substantive differences. That's why most voters have already locked in their choice. President Obama has seemingly held a small, but consistent lead most of this election.

We cannot expect that this or any one debate will turn an Obama edge into a large Romney lead. Romney is down by about 3 percentage points in the Real Clear Politics average. Only 5% of the electorate is truly undecided. Most of these undecided voters weren't watching the debate and probably won't make their choice until election day.

Second, history tells us that debates probably matter under certain circumstances. Thomas Holbrook crunched the numbers since 1988 and found that the margin between the two leading candidates changed by an average of about 4 percentage points between before the first and after the last debate. The margin between Romney and Obama was less than that heading into Wednesday night's debate.

Now, it's awfully difficult to figure out whether it's a debate that is moving polling data or some other event(s) over the course of the debates season. Obama, for instance, gained ground over John McCain in 2008 partly because of the debates, but more because of a financial crisis from which we still haven't fully recovered.

Candidates seem to gain when they were already gaining before the debate or when they are underperforming the "fundamentals". Bush picked up steam in the 1988 debates – ,continuing his rise pre-debates. Bob Dole was vastly underperforming the fundamentals in 1996: he should have been showing behind, but not by 20 points. So, it was not a huge surprise that his polling numbers improved after the debates.

That's why I think Mitt Romney will make up some ground. Though the 5% of undecided voters may be unreachable, there's another 5% of "soft" support. Many of these had been leaning towards Obama or saying they were "undecided" since the conventions: Obama's one-time 1.5-point edge among likely voters doubled or even close to tripled at times during the last few weeks. Those voters are likely to come home to Romney. If they don't, they likely never will.

Romney's also underperforming Jacob Montgomery et al's ensemble forecast from all the fundamental models. These models take into everything from the economy to incumbency to primary season performance. The ensemble has Romney losing, but only by 0.6 percentage points.

Another plus for Romney is that he looked to have been picking up a little steam before the debates began. Obama's lead in the Real Clear average has shrunk from a lead close to 4.5 points back down to 3.
Third, underlying voter sentiment may not change, but enthusiasm probably will and that could change polls. You can go on Twitter and see dejection among many Democrats. Many likely voter models rely upon some level of voter interest or enthusiasm in the election. During the 2000 campaign, Gallup's likely voter model went absolutely bonkers because of enthusiasm differences. One day, Republican enthusiasm was up because of the debates and the next, Democratic excitement went through the roof.

The registered voter numbers, however, didn't move anywhere near as much. With Republicans potentially gaining back the enthusiasm edge they held earlier in the cycle, don't be surprised if an already ridiculously wide likely/registered voter gap actually expands.

Fourth, and most importantly, any president whose approval rating is less than his disapproval rating remains vulnerable. This, folks, is a key point and remains tied to point four. If you read Real Clear Politics, you'll notice that many polls that ask about the president's approval are among adults or registered voters. Those polls are fine when enthusiasm ratings between Democrats and Republicans are near equal. They are not an accurate representation of the electorate if Republicans make a surprisingly large share of the voters come November.

I would not be surprised if a likely voter model average at this point had Obama's approval rating below his disapproval, given the large likely voter/registered voter gap. That's a problem for Obama because no president has won re-election with an approval rating below 50% among the voting (a smaller group than adult) electorate.

The question, then, is whether or not Romney can yank up his favorable rating above his unfavorable. If he can't, Obama's going to win. You don't trade in the bad steak that doesn't make you ill for a bad steak that may give you food poisoning. If Romney can present himself as a viable alternative, then a lot of us might be surprised by the final result.

At this point, however, my belief is that we'll return somewhere close to where we were before the conventions: a small Obama lead of about 1.5 points. There just aren't that many minds that Romney can change at this point. Democrats can also take heart that Republican excitement eventually rebounded a few weeks following President Bush's 2004 debate debacle.

Still, my confidence in an Obama victory is at least somewhat shaken right now. Obama's lead is probably not big enough for him to play the super-cautious game he did on Wednesday.

Debate didn’t flip uniqueness, but it proves the brink—new info, like the plan, key

Nate Cohn, New Republic Election Expert, Part-Time Georgetown Coach -- his articles go through a TNR editing process and are available for all on his blog, He has been profiled on New York Magazine and MSNBC…he does not care about us…for realz, 10/4/12, Romney Won the Debate. But Will It Be Enough?, www.tnr.com/blog/electionate/108124/did-romney-reshape-the-race
It looks like Romney has been declared the winner of the first presidential debate. But will it be the turning point he needs. Romney’s performance was very strong, but the debates have not tended to fundamentally reshape past presidential elections, so the burden on Romney was quite high. For that same reason, a good performance by Romney might not have been good enough.
While Romney was on the offensive and Obama was listless, the president did not commit any gaffes and Romney did not level any blows that are likely to reverberate for the next few days. The president did not appear incapable or incompetent as much as he was simply out-debated. If you tend to believe that elections are about the incumbent, this matters. Forty-nine percent of voters have already made it clear that they're willing to reelect the president, so the question is whether tonight's debate introduced new information that might change their minds. If so, it would have to come from changing perceptions of Romney, not the president.

There’s no question that Romney came across as knowledgeable and substantive; to the extent that voters were unsure about his ability to handle the office, he certainly made real gains. But it’s unclear whether Romney made progress toward redressing his fundamental problem: low favorability ratings. It could be the case that Romney’s energy and interest in policy could help him address the “does Romney care” problem in an indirect way, even if it doesn't necessarily proven that he cares about the middle class. On the other hand, though, Romney didn’t go out of his way to stress a message oriented toward the middle class and he didn’t seem unusually empathetic. If anything, his quick pace might have left voters missing his message, even if they were impressed by his performance. 

None of this is to say that Romney didn’t win the debate decisively, or even that voters won’t perceive that Romney won decisively. This analysis is just as nit-picky as it sounds, but with good reason: The threshold for assessing that Romney might have reshaped the race is quite high, so it’s worth questioning whether Romney’s good performance was good enough. History suggests that the answer is probably no, but it's not assured and we'll see over the next week or two.

Link debate

The plan allows a prolonged debate on renewable energy policy and Solyndra, which is the single most effective Republican message in the campaign.

Prefer our evidence; it relies on focus groups, not just polls

Brannon, no date

Brad Bannon, president of Bannon Communications Research which for 20 years has designed poll driven messages for Democrats, labor unions and issue groups, “Use Polls and Focus Groups in Political Campaigns,” Winning Campaigns, http://www.winningcampaigns.org/Winning-Campaigns-Archive-Articles/Polls-Focus-Groups-in-Political-Campaigns.html
Survey research is more than numbers; it is about words and feelings. For this reason, survey research should be about focus groups and not just polls.

In political research, polling and focus groups should go together like a horse and carriage. But, often the only kind of research that campaigns conduct is a poll. Polls serve an important need in politics but they are rigid, structured and formal.

If a political campaign is an effort to build a candidate and win an election, the information from the poll would provide the skeleton and the focus groups would supply the skin. Conducting a poll without doing focus groups is a lot like having an ice cream sundae without the whipped cream topping.

But, what are focus groups and what do they do? Focus groups are in depth discussions with ten to twelve voters for a period of one and a half to two hours that deal with candidates, issues and verbiage. They are meetings with voters selected at random by phone within defined demographic parameters.that offer in-depth information that mold the campaign into a being.  

Political insiders like to believe that they know everything about the issues and images that surround a campaign but the focus groups give voters an unfiltered chance to tell us what they think is important. In this period of political discontent, anytime you give voters the chance to sound off, the better you will be to understand a hostile political environment.

A professional moderator guides the discussion to acquire the information that the campaign requires.  The time you have to talk to voters in focus groups is an important part of the process. There is just so much information that you can get from voters in a 20 minute baseline survey.

The discussion in a focus group gives the researcher the luxury to probe in some detail the nuances of an issue that you can not begin to deal with in a 20 minute baseline telephone survey.
Voters don’t know much about Solyndra now, but focus groups in swing states prove Solyndra has a devastating effect on perceptions of the president

Bolger, 2012

Glen Bolger, partner and co-founder of Public Opinion Strategies, 4-12-2012,  “Obama’s Likeability Is Not Enough to Win Back and Hold Independents,” Resurgent Republic, http://s3.amazonaws.com/resurgentrepublic.com/resurgentrepublic/production/assets/467/original/rr_independent_voter_memo_1.pdf
The discussion of Solyndra knocks President Obama off his pedestal and remakes him as "just another politician" according to these voters. In contrast to Keystone, the debate over Solyndra did not appear to be as widely known among all of these groups. For instance, the Independent women in Colorado were largely unfamiliar with the issue. Yet this issue has significant staying power. One simple fact makes it difficult for these participants to brush off Solyndra – the loss of over a half billion taxpayer dollars. Moreover, Solyndra’s details – how the loan was approved and the political connections of those involved – cause some of these voters to believe Obama is just another politician. INDEPENDENT VOTER FOCUS GROUPS The Target Voter Series is a project of 24 focus groups among Obama Independents who are undecided on the generic presidential ballot. The focus groups are taking place in 11 battleground states among six key demographic groups (Suburban Women, Young Voters, Seniors, Independents, Hispanics, and Blue Collar Catholics). This is the fourth of six memos to be released in the series.
It’s sufficient to flip the election –the belief that Obama’s an ordinary politician underpins his ability to overcome the weak economy 

Rutenberg, 8-30 

“Emotional Ties to Obama May Be Central to the Election,” New York Times, http://www.nytimes.com/2012/08/31/us/politics/romney-battles-americans-attachment-to-obama.html?pagewanted=all
TAMPA, Fla. — Through three nights of gauzy videos, sentimental testimonials and, finally, his own address to the nation Thursday, Mitt Romney worked hard to show he has a heart. 
But he still needs to tackle the much harder job of convincing those Americans who so emotionally invested their hearts in President Obama four years ago that it is time to accept that his presidency did not work, let go of him and move on.

Not even Mr. Romney’s own strategists are pretending that is going to be simple. And even before leaving the nominating convention here, they were beginning a delicate 10-week campaign aimed at those voters who are disappointed in Mr. Obama but just can’t yet bring themselves to quit him.

After month after month of disappointing job numbers, poll after poll showing dissatisfaction in his economic performance and hundreds of millions of dollars in negative advertisements, a large portion of wavering voters maintain a personal attachment to Mr. Obama, and a tentative willingness to give him more time to get it right, top strategists with both campaigns agree.

