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Reduce does not mean eliminate

Words and Phrases 2 

(vol 36B, p. 80)

Mass. 1905.  Rev.Laws, c.203, § 9, provides that, if two or more cases are tried together in the superior court, the presiding judge may “reduce” the witness fees and other costs, but “not less than the ordinary witness fees, and other costs recoverable in one of the cases” which are so tried together shall be allowed.  Held that, in reducing the costs, the amount in all the cases together is to be considered and reduced, providing that there must be left in the aggregate an amount not less than the largest sum recoverable in any of the cases.  The word “reduce,” in its ordinary signification, does not mean to cancel, destroy, or bring to naught, but to diminish, lower, or bring to an inferior state.—Green v. Sklar, 74 N.E. 595, 188 Mass. 363.

Vote negative---they make the topic huge—allow both quantitative reductions of and outright elimination of restrictions. Their interpretation ignores the plain meaning of the term ‘reduce,’ which determined how we researched the topic. 

off

Restrictions on production must mandate a decrease in the quantity produced

Anell 89

Chairman, WTO panel
 "To examine, in the light of the relevant GATT provisions, the matter referred to the

CONTRACTING PARTIES by the United States in document L/6445 and to make such findings as will assist the CONTRACTING PARTIES in making the recommendations or in giving the rulings provided for in Article XXIII:2." 3. On 3 April 1989, the Council was informed that agreement had been reached on the following composition of the Panel (C/164): Composition Chairman: Mr. Lars E.R. Anell Members: Mr. Hugh W. Bartlett Mrs. Carmen Luz Guarda   CANADA - IMPORT RESTRICTIONS ON ICE CREAM AND YOGHURT Report of the Panel adopted at the Forty-fifth Session of the CONTRACTING PARTIES on 5 December 1989 (L/6568 - 36S/68) 
http://www.wto.org/english/tratop_e/dispu_e/88icecrm.pdf
The United States argued that Canada had failed to demonstrate that it effectively restricted domestic production of milk. The differentiation between "fluid" and "industrial" milk was an artificial one for administrative purposes; with regard to GATT obligations, the product at issue was raw milk from the cow, regardless of what further use was made of it. The use of the word "permitted" in Article XI:2(c)(i) required that there be a limitation on the total quantity of milk that domestic producers were authorized or allowed to produce or sell. The provincial controls on fluid milk did not restrict the quantities permitted to be produced; rather dairy farmers could produce and market as much milk as could be sold as beverage milk or table cream. There were no penalties for delivering more than a farmer's fluid milk quota, it was only if deliveries exceeded actual fluid milk usage or sales that it counted against his industrial milk quota. At least one province did not participate in this voluntary system, and another province had considered leaving it. Furthermore, Canada did not even prohibit the production or sale of milk that exceeded the Market Share Quota. The method used to calculate direct support payments on within-quota deliveries assured that most dairy farmers would completely recover all of their fixed and variable costs on their within-quota deliveries. The farmer was permitted to produce and market milk in excess of the quota, and perhaps had an economic incentive to do so. 27. The United States noted that in the past six years total industrial milk production had consistently exceeded the established Market Sharing Quota, and concluded that the Canadian system was a regulation of production but not a restriction of production. Proposals to amend Article XI:2(c)(i) to replace the word "restrict" with "regulate" had been defeated; what was required was the reduction of production. The results of the econometric analyses cited by Canada provided no indication of what would happen to milk production in the absence not only of the production quotas, but also of the accompanying high price guarantees which operated as incentives to produce. According to the official publication of the Canadian Dairy Commission, a key element of Canada's national dairy policy was to promote self-sufficiency in milk production. The effectiveness of the government supply controls had to be compared to what the situation would be in the absence of all government measures. 

The plan changes how energy is produced, rather than restricting how much is produced

This conflation ruins the topic:

1. Including regulations is a limits disaster
Doub 76

 Energy Regulation: A Quagmire for Energy Policy

Annual Review of Energy

Vol. 1: 715-725 (Volume publication date November 1976)

DOI: 10.1146/annurev.eg.01.110176.003435LeBoeuf, Lamb, Leiby & MacRae, 1757 N Street NW, Washington, DC 20036 
http://0-www.annualreviews.org.library.lausys.georgetown.edu/doi/pdf/10.1146/annurev.eg.01.110176.003435
 Mr. Doub is a principal in the law firm of Doub and Muntzing, which he formed in 1977. Previously he was a partner in the law firm of LeBoeuf, Lamb, Leiby and MacRae. He was a member of the U.S. Atomic Energy Commission in 1971 - 1974. He served as a member of the Executive Advisory Committee to the Federal Power Commission in 1968 - 1971 and was appointed by the President of the United States to the President's Air Quality Advisory Board in 1970.  He is a member of the American Bar Association, Maryland State Bar Association, and Federal Bar Association. He is immediate past Chairman of the U.S. National Committee of the World Energy Conference and a member of the Atomic Industrial Forum. He currently serves as a member of the nuclear export policy committees of both the Atomic Industrial Forum and the American Nuclear Energy Council.  Mr. Doub graduated from Washington and Jefferson College (B.A., 1953) and the University of Maryland School of Law in 1956. He is married, has two children, and resides in Potomac, Md. He was born September 3, 1931, in Cumberland, Md. 

FERS began with the recognition that federal energy policy must result from concerted efforts in all areas dealing with energy, not the least of which was the manner in which energy is regulated by the federal government. Energy selfsufficiency is improbable, if not impossible, without sensible regulatory processes, and effective regulation is necessary for public confidence. Thus, the President directed that "a comprehensive study be undertaken, in full consultation with Congress, to determine the best way to organize all energy-related regulatory activities of the government." An interagency task force was formed to study this question. With 19 different federal departments and agencies contributing, the task force spent seven months deciphering the present organizational makeup of the federal energy regulatory system, studying the need for organizational improvement, and evaluating alternatives. More than 40 agencies were found to be involved with making regulatory decisions on energy. Although only a few deal exclusively with energy, most of the 40 could significantly affect the availability and/or cost of energy. For example, in the field of gas transmission, there are five federal agencies that must act on siting and land-use issues, seven on emission and effluent issues, five on public safety issues, and one on worker health and safety issues-all before an onshore gas pipeline can be built. The complexity of energy regulation is also illustrated by the case of Standard Oil Company (Indiana), which reportedly must file about 1000 reports a year with 35 different federal agencies. Unfortunately, this example is the rule rather than the exception. 

2. Precision: Only direct prohibition is a restriction – key to predictability

Sinha 6

http://www.indiankanoon.org/doc/437310/
 Supreme Court of India Union Of India & Ors vs M/S. Asian Food Industries on 7 November, 2006 Author: S.B. Sinha Bench: S Sinha, Mark, E Katju  CASE NO.:  Writ Petition (civil) 4695 of 2006  PETITIONER:  Union of India & Ors.  RESPONDENT:  M/s. Asian Food Industries  DATE OF JUDGMENT: 07/11/2006  BENCH:  S.B. Sinha & Markandey Katju  JUDGMENT:  J U D G M E N T  [Arising out of S.L.P. (Civil) No. 17008 of 2006] WITH  CIVIL APPEAL NO. 4696 OF 2006 [Arising out of S.L.P. (Civil) No. 17558 of 2006]  S.B. SINHA, J :  

 We may, however, notice that this Court in State of U.P. and Others v. M/s. Hindustan Aluminium Corpn. and others [AIR 1979 SC 1459] stated the law thus:

"It appears that a distinction between regulation and restriction or prohibition has always been drawn, ever since Municipal Corporation of the City of Toronto v. Virgo. Regulation promotes the freedom or the facility which is required to be regulated in the interest of all concerned, whereas prohibition obstructs or shuts off, or denies it to those to whom it is applied. The Oxford English Dictionary does not define regulate to include prohibition so that if it had been the intention to prohibit the supply, distribution, consumption or use of energy, the legislature would not have contented itself with the use of the word regulating without using the word prohibiting or some such word, to bring out that effect." 

2. It promotes multidirectionality, destroying topic coherence 

McKie 84

 Professor James W. McKie, distinguished member of the economics department at The University of Texas at Austin for many years 

McKie, J W


Annual Review of Environment and Resource , Volume 9 (1)

Annual Reviews
– Nov 1, 1984


 THE MULTIPLE PURPOSES OF ENERGY REGULATION AND PROMOTION Federal energy policy since World War II has developed into a vast and multidirectional program of controls, incentives, restraints, and promotions. This development accelerated greatly during the critical decade after 1973, and has become a pervasive and sometimes controlling influence in the energy economy. Its purposes, responding to a multitude of interests and aims in the economy, have frequently been inconsistent, if not obscure, and the results have often been confusing or disappointing.   
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Obama wins the debt ceiling negotiation now 

John Judis, The New Republic, 1/3/13,  Obama Wasn't Rolled. He Won!, www.tnr.com/blog/plank/111573/obama-didnt-get-rolled-the-fiscal-cliff-in-fact-he-won
Secondly, Obama scored a major political triumph by getting Republicans to agree to raise back tax rates on the wealthy. Since 1978, Republicans have focused their popular appeal on the premise that cutting taxes on the wealthy – and secondarily everyone else -- will encourage growth. By putting Republicans in a position where, in order to protect tax cuts for the wealthy, they had to risk increasing taxes for everyone by letting the country go over the cliff, Obama and the Democrats robbed them of what has been their defining issue. They are now left with advocating spending cuts, which, as it turns out, are only popular in the abstract. In negotiating over the fiscal cliff, Obama also did something that he failed to do during the summer of 2011: He campaigned publicly. He framed the issues. He put the Republicans on the defensive in a way that he failed to do during much of his first term. Fifty years ago, perhaps, a Democratic president could have relied on constituent groups, led by the labor movement, to carry the battle for liberal initiatives, but while these groups are important, they don’t carry the same kind of clout they used to. And they don’t have the money to compete with Republican and conservative groups. But the President can command the public’s attention, and Obama did--right up through the final days of voting. There are arguments to be made about whether Obama got enough from the negotiations. Could he have held out for a $250,000 floor on increased tax rates? Perhaps, but he had to make some concession and he retained the central political principle, while keeping three-fourths of the promised revenue. More important, could Obama have gotten an agreement on the debt ceiling or the sequester instead of postponing these battles? That’s a more serious issue, but my sense is that with Republicans still controlling the House, Obama did not have the power to force Senate and House Republicans into a last minute deal on these issues without making very unfortunate concessions on spending and taxes. With a new House and Senate, Obama stands a good chance of winning these battles in the months to come -- if he continues to conduct these negotiations as political campaigns and not as backroom Washington affairs. The fiscal cliff deal took tax rates out of the discussion. What’s left are spending cuts. If Obama allows the Republicans and obnoxious groups like Fix the Debt to frame the issues, he’ll be in trouble. And he did seem to fall into this trap briefly when he proposed changing the cost of living index for Social Security. But if he reminds the public that what the Republicans and their allies want to do is cut their Medicare and Social Security, he and the Democrats should be in good shape. As for the Republicans, the debate over the fiscal cliff, like the debate last year over the debt limit, revealed serious divisions within the party and its rank-and-file that Obama and the Democrats could exploit over the next months. There are at least three different kinds of divisions that have become visible. First is between the Senate and the House. Senate Republicans, who are in a minority, have proven more amenable to compromise on fiscal issues. Unlike most Republican House members, many senators can’t count on being re-elected by solid Republicans majorities. McConnell himself comes from a state where Democrats still hold most of the state offices. Secondly, there is a regional division in the party between the deep South, which contains many of the diehard House Republicans, and the Republicans from the Northeast, industrial Midwest, and the Far West. In the House vote on the fiscal cliff, Republican House members from the deep South opposed it by 83 to 10, while Republicans from the Northeast favored it by 24 to one, and those from the Far West by 17 to eight. After the Republican leadership refused to bring a Sandy hurricane relief bill to the floor before the end of the session – effectively killing it – New York Republican Peter King called on New York and New Jersey Republicans to withhold donations to the GOP. New Jersey Governor Chris Christe blew his top at the House Republicans. Third, there is a division among Republican lobbies, political organizations and interest groups that surfaced in the wake of the election and once again this week. It’s not easy to define, but it runs between pro-business conservatives, on the one hand, and the right-wing libertarians of the Tea Party and Club for Growth and their billionaire funders. Grover Norquist and Americans for Tax Reform gave their approval the Senate bill. The Chamber of Commerce grudgingly endorsed the final bill, and the National Federation of Independent Business said the tax provisions were acceptable. The Club for Growth, the Koch Brothers’ Americans for Prosperity, FreedomWorks (which itself has fallen under the sway of its most ideological elements), and the Tea Party Patriots opposed any compromise. These divisions don’t necessarily augur the kind of formal split that wrecked the Whig Party in the 1850s. Nor do they suggest widespread defection of Republicans into the Democratic Party as happened during the 1930s. There is still far too much distance between, say, McConnell and Democratic Majority Leader Harry Reid. But they do suggest that a process of erosion is under way that will weaken the Republicans’ ability to maintain a united front against Democratic initiatives. That could happen in the debates over the sequester and debt ceiling if Obama and the Democrats make the kind of public fuss that they did over fiscal cliff. 

Plan collapses Obama’s ability to win over Republics in budget negotiations

David Unger, Christian Science Monitor, 11/8/12, US energy future back in Obama's hands, www.csmonitor.com/Environment/Energy-Voices/2012/1108/US-energy-future-back-in-Obama-s-hands
President Obama talks to the media on the Heil Family Wind Farm in Haverhill, Iowa, in this August file photo. With the reelection of Mr. Obama, energy experts have begun to speculate how his "all-of-the-above" energy strategy will play out. In his victory speech early Wednesday morning, the newly-reelected President Obama offered a glimpse of an America "that isn't threatened by the destructive power of a warming planet," served by elected officials who work across the aisle to "[free] ourselves from foreign oil." It was as close as Mr. Obama got to broaching global warming in his speech, but it gives analysts and industry insiders enough to speculate over what the 44th president's second term holds for oil, gas and renewables. The passing expression of environmental concern relieved some climate-change activists frustrated with the candidates' sidestepping of an issue they say deserves foremost attention. “During his first term, President Obama articulated a vision of America leading the world with a clean energy future that meets the challenge of climate disruption head-on," said Sierra Club Executive Director Michael Brune in a statement Tuesday. "Today, American voters chose to give President Obama both an opportunity and a challenge of huge proportions." Bolstered by the memory of hurricane Sandy's fury and free from the burden of reelection, some hope Obama's second term offers an unprecedented chance to make serious inroads on energy independence and climate change. Obama has said he wants to extend the wind industry tax credits set to expire at the end of the year and continue to invest in new green technologies. But not everyone is convinced. "There must be a real risk that action on climate change becomes a bargaining chip that Obama trades for GOP support on economic issues, particularly given the widespread judgement that he has spectacularly failed to win over opponents in the past," writes Damian Carrington in The Guardian.

That kills debt ceiling negotiations—Obama’s focusing capital on debt talks

Chris Cillizza, Aaron Blake, 12/11/12, What Susan Rice can tell us about Obama’s second term, www.washingtonpost.com/blogs/the-fix/wp/2012/12/11/what-susan-rice-can-tell-us-about-obamas-second-term/
President Obama continues to mull whether to nominate Susan Rice to be Secretary of State. How he decides on that question will tell us a lot about how he plans to approach his second term in office. Two things have become abundantly clear since the election: 1) Obama likes Rice quite a bit and seems inclined to pick her as the successor to outgoing Secretary of State Hillary Clinton, and 2) Opposition to Rice on Capitol Hill is real and lasting. (Sen. John McCain’s move to the Foreign Relations committee makes that abundantly clear.) Given those two realities, what does Obama do? Down one path, he nominates Rice despite the fact that Republicans like McCain (Ariz.), Sen. Lindsey Graham (S.C.) and even Susan Collins (Maine) have made clear that doing so will mean a nasty confirmation fight, and in spite of the fact that many Democrats are (privately) leery of having to vote on a pick who has generated controversy even before she is nominated. (Remember that Senate Democrats have to defend 20 seats to 14 for Republicans in 2014, including those in hostile territory like Louisiana, Arkansas, South Dakota and West Virginia.) That is best described as the damn-the-torpedos path — in two ways. First, the Rice nomination would likely land right in the middle of the final fiscal cliff negotiations and could poison any good will built up with congressional Republicans. It would also make clear to Republicans that Obama the deal-cutter is gone, upping the ante even more on the fiscal cliff talks. Even if Obama does wait until early 2013 to pick a nominee, he would have to massage it around his inauguration in late January and the coming debt ceiling fight scheduled for late February. Either way, it wouldn’t be easy. Second, it would put Senate Democrats out on a limb they have made abundantly clear they don’t want to be on. That would be a clear signal to his party that Obama is, first and foremost, all about Obama — something congressional Democrats have long suspected. If Obama does go forward with Rice, rallying his party to some of his preferred second-term initiatives could get very complicated. In short: The reservoir of good will would be drained very quickly. Then there is the path of least resistance. In that scenario, Obama goes with Massachusetts Sen. John Kerry as Secretary of State and finds another, less controversial post for Rice. A nomination fight at the start of his second term is almost certainly dodged — people like Collins have relentlessly insisted that Kerry would be confirmed without any trouble — but Obama could (and likely would) be painted in some circles as toothless. A narrative would build — although it’s not clear whether it would be sustained — that Obama was giving in (again) to Republicans and we might even see a few “Is the liberal base abandoning Obama” stories. After all, Obama is a month removed from a convincing reelection victory, and Republicans are in the midst of an examination of their party and its principles. Now is a time to be bold, not a time to capitulate to the threats of the likes of McCain, the argument from the left will go. (The Arizona senator remains a loathed figure by the Democratic base following his 2008 bid for president.) It’s not clear how widespread that dissatisfaction might be. Bypassing Rice for Kerry is different than bypassing Rice for, say, McCain. Undoubtedly there would be some element of the liberal left unhappy, but how many “real people” would sour on Obama and his policies if he made the switch? On the other hand, stepping back from the brink on Rice would also likely be taken as a signal that the ever-pragmatic Obama wants to spend his political capital on things like fixing the nation’s debt problem and reforming the country’s immigration system rather than on a Cabinet nominee — even one as prominent as Secretary of State.

Negotiation failure causes debt ceiling failure and global economic collapse—Obama will take us over before capitulating to the GOP

Ezra Klein, WaPo, 1/2/13, Calm down, liberals. The White House won., www.washingtonpost.com/blogs/wonkblog/wp/2013/01/02/calm-down-liberals-the-white-house-got-a-good-deal-on-the-fiscal-cliff/
All of which is leaving me a little unnerved. Because after diving deep into the arguments that Democrats and Republicans are using to justify this deal to their members, I actually think the White House got a pretty good outcome, and I think they’re well positioned going into the next negotiation. All arguments, on all sides of the issue, come down to the debt ceiling. The liberals just don’t believe the White House can hold firm against the GOP’s threats to push the country into default. The conservatives, well, they believe the exact same thing. I disagree. As I see it, there are now three possible outcomes in the debt-ceiling fight: 1) The White House is right, and they’ll be able to enforce a roughly 1:1 ratio of tax increases to spending cuts in the next deal; 2) The Republicans are right, and they’ll be able to get major spending cuts solely in return for raising the debt ceiling; 3) Both sides are wrong, and we breach the debt ceiling, unleashing economic havoc. Of these three possibilities, I see #1 as the likeliest, #3 as the second-most likely, and #2 as vanishing unlikely. That is to say, I think it’s far more plausible that we breach the debt ceiling than that the White House agrees to raise the debt ceiling as part of a deal that includes huge spending cuts but no significant tax increases. But likelier than either outcome is that Republicans agree to a deal that includes revenue-generating tax reform. Here’s why. First, Republicans make a big show of being unreasonable, but they’re not nearly as crazy as the tea party would have you believe. In the end, they weren’t even willing to go over the fiscal cliff. The debt ceiling would do far more damage to the economy than the fiscal cliff, and Republicans would receive far more of the blame. Many thought President Obama actually wanted to go over the fiscal cliff in order to raise taxes, and so it was possible Republicans could’ve portrayed the breakdown in negotiations as a Democratic strategy. No one thinks that the White House wants to breach the debt ceiling, and so Republicans will take all the blame. Second, there’s no evidence yet that the Republicans will even be able to name their price on the debt ceiling. House Speaker John Boehner has his dollar-for-dollar principle, which implies more than a trillion dollars in cuts to raise the debt ceiling through 2014. But Republicans haven’t named anywhere near a trillion dollars of further cuts in any of the fiscal cliff negotiations. They’ve been afraid to take direct aim at Social Security and Medicare, and while they can call for deep cuts to Medicaid, everyone knows that’s a nonstarter for the White House in the age of Obamacare. Meanwhile, domestic discretionary spending has already been cut to the bone, and Republicans want to increase defense spending. So what’s their demand going to be, exactly? Will they force America into default on behalf of spending cuts they can’t name? Third, a consequence of the 2012 presidential election, in which Mitt Romney argued for capping deductions and exclusions to pay for his tax cuts, and of the early fiscal cliff negotiations, in which Boehner argued for raising revenue through tax reform, is that Republican policy elites, in my experience, really don’t hate revenue-raising tax reform all that much. Raising any revenues is a bit of a problem for them as it permits the growth of government, but it’s really raising tax rates where they’ve talked themselves into hardline opposition. So they may be willing to strike a deal on this. Fourth, I don’t think the White House has a shred of credibility when they say they won’t negotiate over the debt ceiling. They may not call what they’re about to do negotiating over the debt ceiling, but that’ll be what they’re doing. That said, I’m quite convinced that they don’t intend to be held hostage over the debt ceiling. As a former constitutional law professor, the president sees himself as a steward of the executive branch and is deeply hostile to setting the precedent that congressional minorities can hold presidents hostage through the debt ceiling. At some point in the coming talks, Boehner or McConnell or both are going to realize that the White House really, seriously will not accept a bargain in which what they “got” was an increase in the debt limit, and so they’re going to have to decide at that point whether to crash the global economy. Fifth, the constellation of economic interest groups that converge on Washington understands the debt ceiling better than they did in 2011, are becoming more and more tired of congress’s tendency to negotiate by threatening to trigger economic catastrophes, and is getting better at knowing who to blame. It’s not a meaningless sign that John Engler, the former Republican Governor of Michigan who now leads the Business Roundtable, called for a five-year solution to the debt ceiling. It’s worth keeping this in perspective: All it means is that the White House can potentially demand a perfectly reasonable compromise of one dollar in revenue-generating tax reform for every dollar in spending cuts. When you add in the fiscal cliff deal, and the 2011 Budget Control Act, that’ll still mean that the total deficit reduction enacted over the last few years tilts heavily towards spending, particularly once you account for reduced war costs. But that is, arguably, another reason that the White House isn’t in such a bad position here: They’ve set up a definition of success that will sound reasonable to most people — a dollar in tax reform for a dollar in spending cuts — while the Republicans have a very unreasonable sounding definition, in which they get huge cuts to Medicare or they force the United States into default. So while it’s possible that the White House will crumble, rendering itself impotent in negotiations going forward, and while it’s possible that the we’ll breach the debt ceiling, both possibilities seem less likely than Republicans agreeing to a deal that pairs revenue-generating tax reform with spending cuts.

Nuclear war

Harris and Burrows ‘9 
(Mathew, PhD European History at Cambridge, counselor in the National Intelligence Council (NIC) and Jennifer, member of the NIC’s Long Range Analysis Unit “Revisiting the Future: Geopolitical Effects of the Financial Crisis” http://www.ciaonet.org/journals/twq/v32i2/f_0016178_13952.pdf, AM)
Of course, the report encompasses more than economics and indeed believes the future is likely to be the result of a number of intersecting and interlocking forces. With so many possible permutations of outcomes, each with ample Revisiting the Future opportunity for unintended consequences, there is a growing sense of insecurity. Even so, history may be more instructive than ever. While we continue to believe that the Great Depression is not likely to be repeated, the lessons to be drawn from that period include the harmful effects on fledgling democracies and multiethnic societies (think Central Europe in 1920s and 1930s) and on the sustainability of multilateral institutions (think League of Nations in the same period). There is no reason to think that this would not be true in the twenty-first as much as in the twentieth century. For that reason, the ways in which the potential for greater conflict could grow would seem to be even more apt in a constantly volatile economic environment as they would be if change would be steadier. In surveying those risks, the report stressed the likelihood that terrorism and nonproliferation will remain priorities even as resource issues move up on the international agenda. Terrorism’s appeal will decline if economic growth continues in the Middle East and youth unemployment is reduced. For those terrorist groups that remain active in 2025, however, the diffusion of technologies and scientific knowledge will place some of the world’s most dangerous capabilities within their reach. Terrorist groups in 2025 will likely be a combination of descendants of long established groups_inheriting organizational structures, command and control processes, and training procedures necessary to conduct sophisticated attacks_and newly emergent collections of the angry and disenfranchised that become self-radicalized, particularly in the absence of economic outlets that would become narrower in an economic downturn. The most dangerous casualty of any economically-induced drawdown of U.S. military presence would almost certainly be the Middle East. Although Iran’s acquisition of nuclear weapons is not inevitable, worries about a nuclear-armed Iran could lead states in the region to develop new security arrangements with external powers, acquire additional weapons, and consider pursuing their own nuclear ambitions. It is not clear that the type of stable deterrent relationship that existed between the great powers for most of the Cold War would emerge naturally in the Middle East with a nuclear Iran. Episodes of low intensity conflict and terrorism taking place under a nuclear umbrella could lead to an unintended escalation and broader conflict if clear red lines between those states involved are not well established. The close proximity of potential nuclear rivals combined with underdeveloped surveillance capabilities and mobile dual-capable Iranian missile systems also will produce inherent difficulties in achieving reliable indications and warning of an impending nuclear attack. The lack of strategic depth in neighboring states like Israel, short warning and missile flight times, and uncertainty of Iranian intentions may place more focus on preemption rather than defense, potentially leading to escalating crises. 36 Types of conflict that the world continues to experience, such as over resources, could reemerge, particularly if protectionism grows and there is a resort to neo-mercantilist practices. Perceptions of renewed energy scarcity will drive countries to take actions to assure their future access to energy supplies. In the worst case, this could result in interstate conflicts if government leaders deem assured access to energy resources, for example, to be essential for maintaining domestic stability and the survival of their regime. Even actions short of war, however, will have important geopolitical implications. Maritime security concerns are providing a rationale for naval buildups and modernization efforts, such as China’s and India’s development of blue water naval capabilities. If the fiscal stimulus focus for these countries indeed turns inward, one of the most obvious funding targets may be military. Buildup of regional naval capabilities could lead to increased tensions, rivalries, and counterbalancing moves, but it also will create opportunities for multinational cooperation in protecting critical sea lanes. With water also becoming scarcer in Asia and the Middle East, cooperation to manage changing water resources is likely to be increasingly difficult both within and between states in a more dog-eat-dog world.
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Utilities are upgrading to smart grids–moving to decentralized generation first takes capital out of their hands–regulations are key 

Clareo Partners, business consulting firm, 8/10/2012
(http://www.clareopartners.com/pages/2012/08/10/transformation-challenge-electric-utility-industry/)

Utilities today face a host of significant challenges. Among them are environmental regulations; fuel price uncertainty; and fresh capital needs for plant upgrades, baseload generation investments, and transmission investments. One of the largest disruptors, however, may be the erosion of the utility business model itself. For almost a century, the utility business model has been built upon electric demand growth, or load growth. Reliable load growth fueled infrastructure investments in power generation and the grid that, in turn, allowed utilities to earn a capped return. The balance of grid-load growth = ROI is now under attack on both sides of the equation, and with it, the entire utility business model. Load growth has been flattening over time, raising the question whether we are, or will soon, be witnessing ‘peak electric load’ in the United States. Utility ROI’s are being redefined as the industry is moving from traditional expansionary investments to largely environmentally motivated upgrades or retrofits of existing generation and grid capital bases. Whether and how much of these different types of utility investments will be returned to shareholders is subject to heated debate and negotiation between many utilities and their regulators right now. However, the focus here will be to assess the left side of the equation, in particular, the outlook for grid-load growth. Load growth in the U.S. has been flattening considerably over time. Electric retail sales to end customers peaked in 2007. The 2008 recession and subsequent slow recovery initially played an important role. More recently utilities have pointed to ‘unfavorable weather’ in their quarterly reports in an attempt to explain continued demand stagnation. Is ‘weather’ masking a more fundamental underlying trend? Macro Impacts on Load Growth Stepping back and looking at longer-term historic drivers, two macro impacts generally affect developed economies in mature stages: (1) flattening or stagnating economic growth and (2) reduced energy intensity. Following the decade long growth stagnation or decline in Western Europe and Japan, the U.S. is now facing relatively anemic GDP growth of 1.5% to 2.5% in future years3. Gone are the heydays of 3% or more growth per year. Long-term structural realignment in the housing, financial, manufacturing and other sectors is the cause. As the U.S. continues to mature from resource and manufacturing sectors to service, finance, and other less energy-intensive sectors, electric intensity per GDP continues to drop accordingly. A muted economic growth outlook combined with declining energy and electric intensity point to a sub-1.5% or possibly sub-1% load growth outlook for utilities based on macro drivers—a material departure from the traditionally more accepted 1.5% to 2.5% organic growth potential assumed for utilities. Macro drivers alone, however, are no longer sufficient to determine load growth for utilities. Several technology drivers are gaining momentum and could effectively reverse any remaining load growth on the grid. Technology Driving Load Growth Three technology drivers have real potential to further reduce load growth on the utility grid: • energy efficiency gains, • smart grids, • and decentralized generation and storage. Power consumption efficiency gains derived from CFL or LED lights to appliances and air conditioners are making their way into more homes. Generally high IRRs are pushing commercial and industrial users to adopt large-scale building and facility retrofits. While their impact today may still be small, projections see electric consumption curbed by 4% to 5% in 2020 and around 8% by 2030 owing to efficiency gains alone. Driving these gains are improved energy efficiency labeling; new metrics; green product launches at lower prices; and active merchandising by major retailers that have accelerated mindset changes and adoptions by consumers. An enhanced, more optimized grid—or smart grid—will do its part to mute load growth on the grid. Peak-shaving and valley-filling technologies, such as: • demand-side management, • real-time metering, • congestion management, • tiered or spot pricing, • and other processes or tools, will allow for better distribution and utilization of existing energy on the grid. Smart grids will also improve integration and leverage new intermittent sources such as wind and solar. The third and most underestimated load growth disruptor is decentralized self-generation and new storage technologies. Decentralized or end-use generation and storage takes load away from the grid and replaces it on the edge of the grid close to the end-user. This trade-off in the generation footprint captures business from traditional utilities that control the grid and transfers it into a nascent grid-edge market with new players and different business models.

Solves warming

Coughlin 11 [Sierra Coughlin, member of IEEE's Society on Social Implications of Technology, “Smart Grid: A Smart Idea For America?” November 27, 2011 is last date cited, http://smartgrid.ieee.org/highlighted-papers/493-smart-grid-a-smart-idea-for-america]

The natural environment is by far the most important resource mankind relies on. Society is intricately built about the foundations of bountiful resource and operates on the belief these resources are endless. As climate change continues to take effect and resources are contributing to dwindle, the guarantee of endless possibilities is running out. Without the resource of the natural environment, there would be no way to sustain human life and societal development. Because these resources are facing an increasing demand and record climate change, the human population is required to adapt and respond to the increasing challenges the planet faces. Smart Grid technologies operate closely with this understanding and the need to aid the natural environment. Through the process of designing such technologies, innovators work alongside scientists and environmental experts in order to design technologies that don’t consume more resource than necessary. Although there is initial resource that goes into creating the foundations of these technologies, the overall goal of Smart Grid systems is to lessen the impact on the natural environment, and greatly reduce the reliance on non-renewable natural resources. Environmental challenges not only consist of limited resource and resource generation, but often surround the issues of pollution and carbon emissions. Understanding that pollutant levels now reach poisonous rates, fuels the desire to reduce emissions in every way possible. While there is no way to fix the damage that has been done to the ozone layer of the planet, there are ways in which mitigation can occur. Reducing carbon emissions is a step forward in this process. Understanding the ways that Smart Grid technologies work inside this equation is fundamental.¶ While there are many ways in which Smart Grid technologies function within the natural environment, certain processes make a greater impact than others. Not only is the impact significant, but often aids society in other ways. Through education and awareness, it is more likely a collective effort will be made in the response to climate change in hope that personal responsibility will be taken into account. Paired along with education, Smart Grid technologies create new levels of understanding and environmental mitigation. These processes ensure a solid relationship between natural processes and the understanding how these processes work by the people who must interact with them. Smart Grid technologies play a fundamental role in building this relationship and often act as a catalyst for future research in regards to climate change. The introduction of communication through using real time technologies is the link between mitigation and understanding. Using Smart Grid technologies to educate is a vital tool to utilize in the fight against climate change. One may even argue the greatest influence Smart Grid technologies can have on the environment is the education of society as a whole as a collective way to reduce poisonous emissions and work to repair what is possible.¶ According to data gathered by the Electric Power Research Institute, there are two main ways in which Smart Grid technologies work to reduce carbon emissions outside of pure energy savings. While there are many ways in which Smart Grid technologies work to mitigate environmental issues, the focus of most study surround the notion of carbon emissions. Because carbon emissions are such a great threat to human health and environmental sustainability, it is often the center of much research and analysis in regards to renewable energy development. The first of these strategies consists of a process known as integration of intermittent renewables (EPRI 51). "Deployment of a Smart Grid infrastructure combined with electric storage and discharge options will help reduce the variability in renewable power sources by decoupling generation from demand." The basis of this process relies on the need to store energy that is not currently being used. Paired with other renewable energy sources such as wind and solar technologies, the impact on carbon emission levels is significant. Having these resources available to the public encourages the use of renewable energies and allows easier access to Smart Grid based technologies. To promote this understand, Smart Grid technologies increase the rate at which the public can integrate personal generation technologies such as home solar panels (EPRI 55). This connection is meant to integrate Smart Grid technologies on a private level, encouraging the idea of personal responsibility and awareness.¶ The Electrical Power Research institute claims the facilitation of Plug-In hybrid vehicles is the second way in which the Smart Grid helps to reduce carbon emissions. “A joint study conducted in 2007 by EPRI and the Natural Resource Defense Council concluded that PHEVs will lead to a reduction of 3.4 to 10.3 billion metric tons of greenhouse gases by 2050” (EPRI 54). The benefits of using electric based technologies are shown through the projected environmental impacts from the EPRI. When one compares the usage of non-renewable sources in a projected forecast, the outcome is quite dismal. Because vehicles produce the highest amounts of carbon emissions, continuing to produce similar systems will only increase the problems associated with high volumes of standard emissions. Restricting the amount of green house gas that is accumulated has significant impacts when one calculates the future forecast in regards to pollutants and ozone depletion. The development of PHEVs relies heavily on the production of electricity by Smart Grid technologies. The basis of the product itself works intricately with electric production and systems commonly associated. It is said the Smart Grid is vital for utilities, entailing the information is sent to consumers determining when is best to charge the batteries in their vehicles. This often correlates with on and off peak electrical generation and can strongly influence the demand for services associated with PHEV use. "Alternatively, PHEVs can potentially be used to store electrical energy in their onboard batteries for peak-shaving or power-quality applications, offering potentially powerful synergies to complement the electric power grid" (EPRI 55). Hybrid vehicles are often said to be the direct outcome of Smart Grid technologies in that they often mirror the processes that traditionally associate with renewable processes.¶ In order to influence the natural environment in a positive way, renewable energies operate on many systems and are tightly integrated within in small processes, which occur every day in the general public. Accessing "greener" technologies begins with understanding resource consumption. Because electrical vehicles have become so popular within the past decade, the need for electricity has increased as a result. Electricity generated by nonrenewable sources that pollute the environment with carbon emissions does little to reduce the problems society currently faces. Because the resource of electricity is projected to increase in demand as more technologies rely on it, clean generation is needed. All of these processes rely heavily on Smart Grid generation systems and storage. Without the use of Smart Grid technologies, the production of the energy needed will simply fail. Supporting systems, which rely heavily on extraction further damages the natural environment. The fiscal, environmental and health costs are far greater as the demand for electricity increases.
Extinction
Flournoy 12 
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In the Online Journal of Space Communication, Dr. Feng Hsu, a NASA scientist at Goddard Space Flight Center, a research center in the forefront of science of space and Earth, writes, “The evidence of global warming is alarming,” noting the potential for a catastrophic planetary climate change is real and troubling (Hsu 2010). Hsu and his NASA colleagues were engaged in monitoring and analyzing cli- mate changes on a global scale, through which they received first-hand scientific information and data relating to global warming issues, including the dynamics of polar ice cap melting. After discussing this research with colleagues who were world experts on the subject, he wrote: I now have no doubt global temperatures are rising, and that global warming is a serious problem confronting all of humanity. No matter whether these trends are due to human interference or to the cosmic cycling of our solar system, there are two basic facts that are crystal clear: (a) there is overwhelming scientific evidence showing positive correlations between the level of CO2 concentrations in Earth’s atmosphere with respect to the historical fluctuations of global temperature changes; and (b) the overwhelming majority of the world’s scientific community is in agreement about the risks of a potential catastrophic global climate change. That is, if we humans continue to ignore this problem and do noth- ing, if we continue dumping huge quantities of greenhouse gases into Earth’s biosphere, humanity will be at dire risk (Hsu 2010). As a technology risk assessment expert, Hsu says he can show with some confi- dence that the planet will face more risk doing nothing to curb its fossil-based energy addictions than it will in making a fundamental shift in its energy supply. “This,” he writes, “is because the risks of a catastrophic anthropogenic climate change can be potentially the extinction of human species, a risk that is simply too high for us to take any chances” (Hsu 2010). It was this NASA scientist’s conclusion that humankind must now embark on the next era of “sustainable energy consumption and re-supply, the most obvious source of which is the mighty energy resource of our Sun” (Hsu 2010) (Fig. 2.1).

off

The 50 states should remove state restrictions on community solar siting, including those advanced through Homeowners’ Associations and Property Owners’ Associations.

State-level standardization of distribution generation policy solves the whole case

Sussman, co-chair – Renewable Energy Resources Committee @ ABA, ‘8
(Edna, 16 N.Y.U. Envtl. L.J. 1)

Installation of wind generation, both on a commercial scale and on a small single turbine on-site scale, has become a divisive issue in many communities. The battle over the Cape Cod offshore wind project proposal has been the most publicized and has generated media attention, lawsuits, and action by various legislative bodies, including the U.S. Congress. n126 Land-based commercial scale wind projects have also generated vigorous opposition in other locales. n127 In addition, there have been numerous instances of communities embroiled in disputes between neighbors over small wind installations. Opposition by neighbors has even led to a town's reversing its own approval of a small 35-foot wind turbine installation after it was installed. n128 While this could be NIMBYism, n129 it could also be viewed as giving voice to concerns often expressed in opposition to wind which center on the visual impact of turbines on the landscape. Many municipalities lack extensive planning staff and have had little or no exposure to wind technology, making the review of any wind proposal a challenging and protracted experience. In the absence of clearly established local guidance, local governments are more likely to be caught in the middle of an expensive and time-consuming review and even a court process. n130 An early [*27] development of wind ordinances and zoning provisions by municipalities across the country would facilitate and streamline these installations as all participants would know the parameters for approval and understand the process to follow. n131 Clear rules would also discourage litigation and the courts, reviewing specific local provisions, would be less likely to reverse the government's decision. Model wind ordinance provisions and recommendations for wind zoning overlays have been developed by several states. n132 These model rules generally cover height specifications, setbacks, noise levels, compliance with all codes, safety, and Federal Aviation Administration requirements for all wind installations. For larger systems, a provision for a wind assessment and a discussion of the visual, environmental, avian, wildlife, and shadow flicker impacts are also always included. n133 The typical requirements for small wind installations are a limit of 65 feet in height, a setback one and a half times the height of the tower including the top of the blade in the vertical position, and a noise level of 55 dB(A). n134 As these models contemplate, commercial wind generation facilities should have a comprehensive review, [*28] but small wind projects can be often be done with a simpler and more abbreviated process in communities that have developed and passed wind regulations with as-of-right permitting, special use permitting, or accessory use permitting. The development of small on-site wind systems has been encouraged in many parts of the country. California, in enacting Assembly Bill 1207, sought to promote the use of small wind systems by minimizing obstacles to their use. n135 The statute authorized and encouraged local governments to adopt ordinances that facilitate the siting of small wind turbines and established limited approval criteria for these sites. n136 Local governments that failed to enact their own wind-friendly ordinances by July 1, 2002, were required to review applications under default provisions, contained in the new law, which provided for expedited approval and minimal siting requirements. n137 While the statute and the default ordinance it established sunset by its terms on July 1, 2005, the statute motivated communities in California to enact their own ordinances, creating a transparent roadmap for local small wind development in many communities which can be adopted in other municipalities. n138 C. Removing Obstacles to Renewable Energy Development - Solar Large-scale solar thermal technology is used to deliver utility electricity. n139 There is an increasing deployment of this technology but there are few installations to date. Whether large-scale solar will draw the kind of opposition that wind has generated remains to be seen, although the technology does not appear to have the same kind of visual or wildlife impacts that trouble the wind industry. On-site smaller installation of solar [*29] generators, on the other hand, have encountered significant issues. Whether intentionally or unintentionally, there are many provisions developed by government or developers of planned communities that inhibit solar development. As in the wind power context, these barriers need to be addressed now. Clear rules provide objective criteria and transparency and reduce conflict. It has been estimated that solar photovoltaic rooftop panels can supply 10% of grid electricity without creating grid management problems. n140 This is a major opportunity that can be captured. n141 If the goal of zero energy homes - homes that produce as much energy as they require - is to be met, on-site solar generation is essential. n142 1. Local Ordinances As Al Gore discovered, siting and installing renewable energy facilities can often be difficult in many municipalities around the country. Upon purchasing his home in Belle Meade, Tennessee, Mr. Gore embarked upon an ambitious renovation which included plans for solar panels on his roof, but ran into problems when his contractor applied for an installation permit. n143 The town zoning required all power generating equipment to be installed at ground level, a provision that had been enacted because [*30] many people had back-up personal generators, which were generally diesel operated, large, and noisy. n144 It took close to a year to amend the town's zoning provision, which now permits rooftop solar but only "so long as they are not visible from the street or from any adjoining property." n145 Al Gore's experience highlights both kinds of obstacles that local ordinances can present. Local ordinances, as in Mr. Gore's case, may have been drafted to address a different concern and inadvertently conflict with solar energy installations. Or local ordinances may render it difficult if not impossible in many settings to proceed with a solar system because of limitations founded on aesthetic considerations. The limitation ultimately enacted in Belle Meade, Tennessee, which only permits solar installations that are not visible to others, exemplifies the tension between on-site solar systems and traditional views of aesthetics and can be found in the ordinances or architectural review guidelines of many communities. Many of these provisions were developed decades ago when solar collectors were large and obtrusive, unlike the more visually pleasing solar technologies available today. Communities should revisit their laws and guidelines, reconsider their priorities in light of current technology and environmental realities, and make the changes necessary to streamline the installation of on-site renewable energy. Some states have expressly legislated limits on municipal powers relating to solar. Following the oil embargo in the 1970s, there was a flurry of activity and legislation passed in various states addressing solar energy. California, which has been in the forefront in legislating to protect and enable solar installations since the enactment of the Solar Rights Act in 1978, limits local autonomy by barring local agencies from "creating unreasonable barriers to the installation of solar energy systems," expressly barring "design review for aesthetic purposes," and limiting local review of solar installations to whether they meet "health and safety requirements." n146 New Mexico recently amended its Solar Rights Act to provide that municipalities could not restrict the installation of a solar collector except in a historic district. n147 [*31] Indiana allows "reasonable" restrictions, but limits them to those that do not significantly increase cost or decrease efficiency or allow for an alternative system of comparable cost and efficiency. n148 Other state statutes that use a reasonableness standard do not define what is reasonable and leave open the issue of whether aesthetic considerations can be deemed reasonable. n149 Most states have no such legislation and it is incumbent upon the municipalities to take the steps necessary to adopt any local changes necessary to facilitate renewable energy development. 2. Planned Developments Privately developed rules that govern homes in planned developments can also often create issues similar to those raised by local law. Developers of planned communities generally place uniform architectural controls in the declaration of covenants, conditions, and restrictions (CC&Rs) to ensure a uniform appearance and preserve "curb appeal." These often limit the ability of homeowners to install solar panels. The form of the restrictions vary and may appear as a restriction on the placement of and type of solar power generation allowed, a requirement for approval by an architectural review board, height restrictions, setback requirements, screening requirements, specifications of roofing materials, architectural style requirements, or as a restriction on secondary structures. n150 There are over 200,000 planned communities in the United States and over half of new developments will be built in a planned community. n151 As the CC&R documentation for new projects is often copied from existing ones, care must be taken to identify these issues and change the documentation forms to reflect current needs for energy. [*32] Again, some states have legislated, like California, that any covenant, restriction or deed in connection with the transfer of real property that "effectively prohibits or restricts the installation or use of a solar energy system is void and unenforceable." n152 New Mexico's recent amendment has the same effect. n153 Colorado's statute allows for some deference to aesthetic considerations in providing that the statute barring such restrictions does "not apply to aesthetic provisions which impose reasonable restrictions on solar energy devices and which do not significantly increase the cost of the device." n154 Florida bars deed restrictions, covenants, or similar binding agreements that run with the land but permits the determination of where the solar collector is to be placed as long as it does not impair the effective operation of the collector. n155 Most states however have no such provisions and it is again necessary for the municipalities to assure that planned communities which they approve have no unacceptable restrictions on renewable energy development.

centralization

Multiple barriers to decentralized renewables

Outka, visiting scholar – Energy and Land Use Law @ FSU, ‘10
(Uma, 37 Ecology L.Q. 1041)

Rooftop PV is prototypical distributed generation (DG) - power generated at many geographically dispersed sites to serve mostly onsite electricity needs. n206 This model contrasts with centralized utility-scale facilities, which generate power for transmission and distribution to many consumers. Rooftop systems are commonly regarded as conservation measures, simply reducing individual customers' electricity bills by reducing the amount of electricity they purchase from their utility. Still, these systems generate power; as capacity from DG increases, the conservation characterization may be less fitting.

Across the country, regulation has complicated siting rooftop solar in two primary respects: insufficient regulatory support for interconnection to the electrical grid (a basic siting prerequisite), and legal and regulatory barriers to the physical installation of solar power systems.

Interconnection is the interface between the electrical grid and a rooftop PV system, whether residential, commercial, or industrial. n207 Rooftop solar panels do not have to be connected to the grid, but this is typically how systems are installed. n208 Absent uniform and simplified procedures, both technical and legal, "plugging in" to the grid can be so time-consuming, difficult, and expensive that it hinders siting new, and especially small, systems. n209

In 2008, at the direction of the Legislature, the PSC adopted a rule to address this problem in Florida. n210 The rule requires investor-owned  [*1078]  utilities to develop standardized interconnection agreements "for expedited interconnection of customer-owned renewable generation, up to 2 MW." n211 In addition to requiring standardized agreements, the rule eases interconnection by specifying technical requirements and limiting utilities' power to require extra equipment or charge fees to generating customers. n212

Adopting the interconnection rule was an important step in supporting distributed solar energy, but the rule has weaknesses. First, the interconnection rule applies only to investor-owned utilities; so, for example, to FPL, but not the City of Tallahassee Utilities. The Legislature directed municipal electric utilities and rural electric cooperatives to develop standardized agreements independently, but they are not subject to PSC review and approval. n213 There remains potential, then, for barriers to exist in areas served by these utilities, in the form of fees or onerous technical or administrative requirements. n214 Regulatory variation from jurisdiction to jurisdiction remains a potential time and cost barrier, as system installers find themselves navigating multiple application and interconnection requirements, even in a small geographic area. n215 The 2 MW cap is limiting in that it does not accommodate "systems that are sized to meet even large on-site loads for such applications as hospitals, office parks, and college campuses." n216 For these reasons and others, the EPA has rated Florida "unfriendly" to distributed generation, compared with other states that have adopted interconnection standards. n217 Likewise, Florida's rule received the grade  [*1079]  of "C" in a report surveying and grading interconnection standards across the fifty states. n218

While interconnection is a state-level and utility-based barrier, constraints on the physical installation of rooftop panels historically have been local. Common regulatory barriers to siting solar include private property restrictions, such as homeowners' association covenants or restrictions, and local governmental restrictions, such as building codes. n219 Moreover, access to sunlight is essential for a functioning rooftop solar energy system. It follows that siting rooftop PV depends not just on the right to install a system in the first place, but also on the right to maintain access to sunlight once a system is installed.

Solar’s too expensive even if we give away the panels

Zehner 12
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Free Panels, Anyone? Among the ceos and chief scientists in the solar industry, there is surprisingly little argument that solar systems are expensive.46 Even an extreme drop in the price of polysilicon, the most expensive technical component, would do little to make solar cells more competitive. Peter Nieh, managing director of Lightspeed Venture Partners, a multibillion-dollar venture capital firm in Silicon Valley, contends that cheaper polysilicon won't reduce the overall cost of solar arrays much, even if the price of the expensive material dropped to zero.47 Why? Because the cost of other materials such as copper, glass, plastics, and aluminum, as well as the costs for fabrication and installation, represent the bulk of a solar system's overall price tag. The technical polysilicon represents only about a fifth of the total. Furthermore, Keith Barnham, an avid solar proponent and senior researcher at Imperial College London, admits that unless efficiency levels are high, "even a zero cell cost is not competitive."48 In other words, even if someone were to offer you solar cells for free, you might be better off turning the offer down than paying to install, connect, clean, insure, maintain, and eventually dispose of the modules—especially if you live outside the remote, dry, sunny patches of the planet such as the desert extending from southeast California to western Arizona. In fact, the unanticipated costs, performance variables, and maintenance obligations for photovoltaics, too often ignored by giddy proponents of the technology, can swell to unsustainable magnitudes. Occasionally buyers decommission their arrays within the first decade, leaving behind graveyards of toxic panels teetering above their roofs as epitaphs to a fallen dream. Premature decommissioning may help explain why American photovoltaic electrical generation dropped during the last economic crisis even as purported solar capacity expanded.49 Curiously, while numerous journalists reported on solar infrastructure expansion during this period, I was unable to locate a single article covering the contemporaneous drop in the nation's solar electrical output, which the Department of Energy quietly slid into its annual statistics without a peep.

Non-state regulations

Walsh 11

Bryan, Energy: The Obstacles to Scaling Up Solar Power, senior writer for TIME and TIME.com, focuses on environmental issues, general interest and national stories

http://science.time.com/2011/01/31/energy-the-obstacles-to-scaling-up-solar-power/
President Obama laid down a bold challenge to America in his State of the Union speech last week: get to 80% clean energy by 2035. Clean energy is a deliberately vague goal, since it will likely include nuclear, natural gas and (not really existing) clean coal in the mix. But traditional renewable energy like wind and solar will need to be a big part of the American clean energy transition Obama is planning. In a speech at NDN today (which used to stand for New Democrat Network but now stands for…nothing, as far as I can tell), Democratic Senator Jeff Bingaman of New Mexico reiterated his support for Obama’s energy goals, and raised hopes that a bill with a clean energy standard might be resurrected in this Congress. (Bingaman last year pushed a bill focused on a national renewable energy standard, but with much of the legislative focus placed on a carbon cap bill, Bingaman’s work never earned much momentum.) But he warned that it won’t be easy. “Perhaps no topic garnered more scrutiny during the 2009 markup in our committee than the renewable electricity standard,” he said. But there’s a lot more holding back renewable power in the U.S. than gridlock in Congress. One of the biggest obstacles to scaling up solar power in particular is regulation—not just from the federal government, but at the state, city and even community level. Rules on installing solar systems differ from town to town, and the work of researching and filling out permits adds to the cost of solar power across the country. According to a study by the solar installer SunRun, struggles over permits adds an average of $2,500 to the costs of each solar installation—while an effort to streamline regulations could provide a $1 billion stimulus to the residential and commercial solar markets over the next five years. “The costs to the solar market are really staggering,” says Ed Fenster, CEO of SunRun. SunRun compared U.S. regulations to those in more friendly markets for solar, like Germany and Japan. They found that Germany—which has more streamlined regulations for solar installation, as well as more generous government subsidies—keeps solar installation costs 40% lower than those in the U.S. Not coincidentally, one million new homes have gone solar in Germany over the past two years, while only about 80,000 homes in total have solar in the U.S. “Regulation is a major issue that’s holding us back,” says Lyndon Rive, the CEO of SolarCity, a major California-based solar installer. SolarCity’s experience is constructive. The company—which coves solar installation from design to financing to monitoring—has grown at a healthy clip, employing over 1,000 people and expanding from its base in California to Maryland and Washington, DC. But Rive says that the variety of regulations for solar installation are a major bottleneck on growth. It takes SolarCity a few days at most to actually install a solar system, but it often takes two to three months, if not longer, to get the permits and other preparations ready. If you’re trying to make solar a significant part of the American energy supply—currently it makes up far less than 1% of total U.S. power—red tape isn’t helping. “The wait incurred is annoying and it adds to costs overall,” says Rive. SunRun has shared the report with the Department of Energy and the White House, and the company is urging the federal government to create incentives that would push towns and cities to adopt common codes and fees for solar installation—something countries like Germany and Japan already do. The report argues that such permit standardization could make solar cost competitive for half the homes in the nation within two years. “At some level this is all about local and state governments, but the federal government can nudge things,” says Fenster. “This could drive an economy of scale.” Still, good intentions on the national level don’t always translate to the community, where parochial concerns sometimes win out. (Witness the fight over smart meters in California, which some libertarians on the right and some ultra-greens on the left have opposed over liberty and health fears.) And as important as smoother regulations are, a broad national energy policy is needed to really jump-start solar and other renewables—but climate still remains a divisive political subject. (Just look at Republican Senator John Barrasso’s new bill, which would block greenhouse gas regulations under the Clean Air Act, the Clean Water Act, the National Environmental Policy Act and the Endangered Species Act.) The least we can do now is pull the red tape off our solar panels.

War turns structural violence

Bulloch 8

Millennium - Journal of International Studies May 2008 vol. 36 no. 3 575-595
 Douglas Bulloch, IR Department, London School of Economics and Political Science. 
 He is currently completing his PhD in International Relations at the London School of Economics, during which time he spent a year editing Millennium: Journal of International Studies 

But the idea that poverty and peace are directly related presupposes that wealth inequalities are – in and of themselves – unjust, and that the solution to the problem of war is to alleviate the injustice that inspires conflict, namely poverty. However, it also suggests that poverty is a legitimate inspiration for violence, otherwise there would be no reason to alleviate it in the interests of peace. It has become such a commonplace to suggest that poverty and conflict are linked that it rarely suffers any examination. To suggest that war causes poverty is to utter an obvious truth, but to suggest the opposite is – on reflection – quite hard to believe. War is an expensive business in the twenty-first century, even asymmetrically. And just to examine Bangladesh for a moment is enough at least to raise the question concerning the actual connection between peace and poverty. The government of Bangladesh is a threat only to itself, and despite 30 years of the Grameen Bank, Bangladesh remains in a state of incipient civil strife. So although Muhammad Yunus should be applauded for his work in demonstrating the efficacy of micro-credit strategies in a context of development, it is not at all clear that this has anything to do with resolving the social and political crisis in Bangladesh, nor is it clear that this has anything to do with resolving the problem of peace and war in our times. It does speak to the Western liberal mindset – as Geir Lundestad acknowledges – but then perhaps this exposes the extent to which the Peace Prize itself has simply become an award that reflects a degree of Western liberal wish-fulfilment. It is perhaps comforting to believe that poverty causes violence, as it serves to endorse a particular kind of concern for the developing world that in turn regards all problems as fundamentally economic rather than deeply – and potentially radically – political. 
Their conception of violence is reductive and can’t be solved
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 Kenneth Ewart Boulding (January 18, 1910 – March 18, 1993) was an economist, educator, peace activist, poet, religious mystic, devoted Quaker, systems scientist, and interdisciplinary philosopher.[1][2] He was cofounder of General Systems Theory and founder of numerous ongoing intellectual projects in economics and social science. 

 He graduated from Oxford University, and was granted United States citizenship in 1948. During the years 1949 to 1967, he was a faculty member of the University of Michigan. In 1967, he joined the faculty of the University of Colorado at Boulder, where he remained until his retirement. 

Finally, we come to the great Galtung metaphors of 'structural violence' 'and 'positive peace'. They are metaphors rather than models, and for that very reason are suspect. Metaphors always imply models and metaphors have much more persuasive power than models do, for models tend to be the preserve of the specialist. But when a metaphor implies a bad model it can be very dangerous, for it is both persuasive and wrong. The metaphor of structural violence I would argue falls right into this category. The metaphor is that poverty, deprivation, ill health, low expectations of life, a condition in which more than half the human race lives, is 'like' a thug beating up the victim and 'taking his money away from him in the street, or it is 'like' a conqueror stealing the land of the people and reducing them to slavery. The implication is that poverty and its associated ills are the fault of the thug or the conqueror and the solution is to do away with thugs and conquerors. While there is some truth in the metaphor, in the modern world at least there is not very much. Violence, whether of the streets and the home, or of the guerilla, of the police, or of the armed forces, is a very different phenomenon from poverty. The processes which create and sustain poverty are not at all like the processes which create and sustain violence, although like everything else in 'the world, everything is somewhat related to everything else. There is a very real problem of the structures which lead to violence, but unfortunately Galitung's metaphor of structural violence as he has used it has diverted attention from this problem. Violence in the behavioral sense, that is, somebody actually doing damage to somebody else and trying to make them worse off, is a 'threshold' phenomenon, rather like the boiling over of a pot. The temperature under a pot can rise for a long time without its boiling over, but at some 'threshold boiling over will take place. The study of the structures which underlie violence are a very important and much neglected part of peace research and indeed of social science in general. Threshold phenomena like violence are difficult to study because they represent 'breaks' in the systenm rather than uniformities. Violence, whether between persons or organizations, occurs when the 'strain' on a system is too great for its 'strength'. The metaphor here is that violence is like what happens when we break a piece of chalk. Strength and strain, however, especially in social systems, are so interwoven historically that it is very difficult to separate them. The diminution of violence involves two possible strategies, or a mixture of the two; one is Ithe increase in the strength of the system, 'the other is the diminution of the strain. The strength of systems involves habit, culture, taboos, and sanctions, all these 'things which enable a system to stand lincreasing strain without breaking down into violence. The strains on the system 'are largely dynamic in character, such as arms races, mutually stimulated hostility, changes in relative economic position or political power, which are often hard to identify. Conflicts of interest 'are only part 'of the strain on a system, and not always the most important part. It is very hard for people ito know their interests, and misperceptions of 'interest take place mainly through the dynamic processes, not through the structural ones. It is only perceptions of interest which affect people's behavior, not the 'real' interests, whatever these may be, and the gap between percepti'on and reality can be very large and resistant to change. However, what Galitung calls structural violence (which has been defined 'by one unkind commenltator as anything that Galitung doesn't like) was originally defined as any unnecessarily low expectation of life, on that assumption that anybody who dies before the allotted span has been killed, however unintentionally and unknowingly, by somebody else. The concept has been expanded to include all 'the problems of poverty, destitution, deprivation, and misery. These are enormously real and are a very high priority for research and action, but they belong to systems which are only peripherally related to 'the structures whi'ch produce violence. This is not rto say that the cultures of violence and the cultures of poverty are not sometimes related, though not all poverty cultures are cultures of violence, and certainly not all cultures of violence are poverty cultures. But the dynamics lof poverty and the success or failure to rise out of it are of a complexity far beyond anything which the metaphor of structural violence can offer. While the metaphor of structural violence performed a service in calling attention to a problem, it may have d'one a disservice in preventing us from finding the answer. 

Decentralization still leads to corporate capture and they don’t spill-up to alter politics

JEBR 10
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Recent paradigm shifts in energy planning from large-scale, centralized and relatively homogenous to a decentralized and diversified energy regime (see Helm, 2005; Sebitosi and Okuo, 2010) are underpinned by the physical characteristics of renewable energy and by technological achievements. Advancements in technologies related to harnessing two thermodynamic cycles (e.g., combined cycle turbines) or two energy vectors (e.g., combined heat and power) have diluted the notion that ‘bigger’ energy facilities are inherently more economical (Sebitosi and Okuo, 2010; Li, 2005). As such, smaller and distributed forms of energy generation are more prevalent. Furthermore, the physics and the economics of renewable energy necessitate greater spatial correlation between energy availability, energy conversion, and energy consumption (see Elliot, 2000). This makes it possible – and in some cases necessary – to establish short energy procurement, production, distribution and consumption chains (Pepermans et al. 2005). This suggests the increasing relevance of the ‘local’ scale, and thus of local actors (see also Fraser et al, 2004; Bagliani, 2010). It is important to qualify the term ‘increasing’. Surely, given the decentralized nature of renewable energy, energy production will be visible to a greater proportion of the population. It stands to reason that a greater number of protests or public consultation will characterize future energy decisions. But this does not mean that local actors are acquiring more power relative to outside interests [4]. In fact, market evidence supports the opposite claim. Renewable energy ‘subsidy farming’, which might be conceptualized as a neo-colonial enterprise, is a common phenomenon. This is a situation in which multi-national corporations, increasingly of the foreign brand and not always traditional energy companies, are installing a significant proportion of renewable energy systems in jurisdictions that subsidize renewable energy. Opposition to deals struck between Samsung and the Government of Ontario for wind energy development exemplifies this phenomena. Indeed, local ownership is not a fundamental element to the nature of a decentralized energy regime (Pepermans et al, 2005). Further, there are considerable signs that RETs will simply be massproduced in cheap labour countries, and we should be careful to assume that this economic rhythm will be disturbed simply as a function of renewable energy research, subsidization and deployment in developed countries.

Reality outweighs representations

Wendt, 1999 

Alexander Wendt, Professor of International Security at Ohio State University, 1999, “Social theory of international politics,” gbooks
The effects of holding a relational theory of meaning on theorizing about world politics are apparent in David Campbell's provocative study of US foreign policy, which shows how the threats posed by the Soviets, immigration, drugs, and so on, were constructed out of US national security discourse.29 The book clearly shows that material things in the world did not force US decision-makers to have particular representations of them - the picture theory of reference does not hold. In so doing it highlights the discursive aspects of truth and reference, the sense in which objects are relationally "constructed."30 On the other hand, while emphasizing several times that he is not denying the reality of, for example, Soviet actions, he specifically eschews (p. 4) any attempt to assess the extent to which they caused US representations. Thus he cannot address the extent to which US representations of the Soviet threat were accurate or true (questions of correspondence). He can only focus on the nature and consequences of the representations.31 Of course, there is nothing in the social science rule book which requires an interest in causal questions, and the nature and consequences of representations are important questions. In the terms discussed below he is engaging in a constitutive rather than causal inquiry. However, I suspect Campbell thinks that any attempt to assess the correspondence of discourse to reality is inherently pointless. According to the relational theory of reference we simply have no access to what the Soviet threat "really" was, and as such its truth is established entirely within discourse, not by the latter's correspondence to an extra-discursive reality 32 The main problem with the relational theory of reference is that it cannot account for the resistance of the world to certain representations, and thus for representational failures or m/'sinterpretations. Worldly resistance is most obvious in nature: whether our discourse says so or not, pigs can't fly. But examples abound in society too. In 1519 Montezuma faced the same kind of epistemological problem facing social scientists today: how to refer to people who, in his case, called themselves Spaniards. Many representations were conceivable, and no doubt the one he chose - that they were gods - drew on the discursive materials available to him. So why was he killed and his empire destroyed by an army hundreds of times smaller than his own? The realist answer is that Montezuma was simply wrong: the Spaniards were not gods, and had come instead to conquer his empire. Had Montezuma adopted this alternative representation of what the Spanish were, he might have prevented this outcome because that representation would have corresponded more to reality. The reality of the conquistadores did not force him to have a true representation, as the picture theory of reference would claim, but it did have certain effects - whether his discourse allowed them or not. The external world to which we ostensibly lack access, in other words. often frustrates or penalizes representations. Postmodernism gives us no insight into why this is so, and indeed, rejects the question altogether.33 The description theory of reference favored by empiricists focuses on sense-data in the mind while the relational theory of the postmoderns emphasizes relations among words, but they are similar in at least one crucial respect: neither grounds meaning and truth in an external world that regulates their content.34 Both privilege epistemology over ontology. What is needed is a theory of reference that takes account of the contribution of mind and language yet is anchored to external reality. The realist answer is the causal theory of reference. According to the causal theory the meaning of terms is determined by a two-stage process.35 First there is a "baptism/' in which some new referent in the environment (say, a previously unknown animal) is given a name; then this connection of thing-to-term is handed down a chain of speakers to contemporary speakers. Both stages are causal, the first because the referent impressed itself upon someone's senses in such a way that they were induced to give it a name, the second because the handing down of meanings is a causal process of imitation and social learning. Both stages allow discourse to affect meaning, and as such do not preclude a role for "difference" as posited by the relational theory. Theory is underdetermined by reality, and as such the causal theory is not a picture theory of reference. However, conceding these points does not mean that meaning is entirely socially or mentally constructed. In the realist view beliefs are determined by discourse and nature.36 This solves the key problems of the description and relational theories: our ability to refer to the same object even if our descriptions are different or change, and the resistance of the world to certain representations. Mind and language help determine meaning, but meaning is also regulated by a mind-independent, extra-linguistic world. 
Evaluate consequences

Weiss, Prof Poli Sci – CUNY Grad Center, ‘99
(Thomas G, “Principles, Politics, and Humanitarian Action,” Ethics and International Affairs 13.1)

Scholars and practitioners frequently employ the term “dilemma” to describe painful decision making but “quandary” would be more apt.27A dilemma involves two or more alternative courses of action with unintended but unavoidable and equally undesirable consequences. If consequences are equally unpalatable, then remaining inactive on the sidelines is an option rather than entering the serum on the field. A quandary, on the other hand, entails tough choices among unattractive options with better or worse possible outcomes. While humanitarians are perplexed, they are not and should not be immobilized. The solution is not indifference or withdrawal but rather appropriate engagement. The key lies in making a good faith effort to analyze the advantages and disadvantages of different alloys of politics and humanitarianism, and then to choose what often amounts to the lesser of evils. Thoughtful humanitarianism is more appropriate than rigid ideological responses, for four reasons: goals of humanitarian action often conflict, good intentions can have catastrophic consequences; there are alternative ways to achieve ends; and even if none of the choices is ideal, victims still require decisions about outside help. What Myron Wiener has called “instrumental humanitarianism” would resemble just war doctrine because contextual analyses and not formulas are required. Rather than resorting to knee-jerk reactions to help, it is necessary to weigh options and make decisions about choices that are far from optimal. Many humanitarian decisions in northern Iraq, Somalia, Bosnia, and Rwanda—and especially those involving economic or military sanctions— required selecting least-bad options. Thomas Nagle advises that “given the limitations on human action, it is naive to suppose that there is a solution to every moral problem. “29 Action-oriented institutions and staff are required in order to contextualized their work rather than apply preconceived notions of what is right or wrong. Nonetheless, classicists continue to insist on Pictet’s “indivisible whole” because humanitarian principles “are interlocking, overlapping and mutually supportive. . . . It is hard to accept the logic of one without also accepting the others. “30 The process of making decisions in war zones could be compared to that pursued by “clinical ethical review teams” whose members are on call to make painful decisions about life-and-death matters in hospitals.sl The sanctity of life is complicated by new technologies, but urgent decisions cannot be finessed. It is impermissible to long for another era or to pretend that the bases for decisions are unchanged. However emotionally wrenching, finding solutions is an operational imperative that is challenging but intellectually doable. Humanitarians who cannot stand the heat generated by situational ethics should stay out of the post-Cold War humanitarian kitchen. Principles in an Unprincipled World Why are humanitarians in such a state of moral and operational disrepair? In many ways Western liberal values over the last few centuries have been moving toward interpreting moral obligations as going beyond a family and intimate networks, beyond a tribe, and beyond a nation. The impalpable moral ideal is concern about the fate of other people, no matter how far away.szThe evaporation of distance with advances in technology and media coverage, along with a willingness to intervene in a variety of post–Cold War crises, however, has produced situations in which humanitarians are damned if they do and if they don’t. Engagement by outsiders does not necessarily make things better, and it may even create a “moral hazard by altering the payoffs to combatants in such a way as to encourage more intensive fighting.“33 This new terrain requires analysts and practitioners to admit ignorance and question orthodoxies. There is no comfortable theoretical framework or world vision to function as a compass to steer between integration and fragmentation, globalization and insularity. Michael Ignatieff observes, “The world is not becoming more chaotic or violent, although our failure to understand and act makes it seem so. “34Gwyn Prins has pointed to the “scary humility of admitting one’s ignorance” because “the new vogue for ‘complex emergencies’ is too often a means of concealing from oneself that one does not know what is going on. “3sTo make matters more frustrating, never before has there been such a bombardment of data and instant analysis; the challenge of distilling such jumbled and seemingly contradictory information adds to the frustration of trying to do something appropriate fast. International discourse is not condemned to follow North American fashions and adapt sound bites and slogans. It is essential to struggle with and even embrace the ambiguities that permeate international responses to wars, but without the illusion of a one-size-fits-all solution. The trick is to grapple with complexities, to tease out the general without ignoring the particular, and still to be inspired enough to engage actively in trying to make a difference. Because more and more staff of aid agencies, their governing boards, and their financial backers have come to value reflection, an earlier policy prescription by Larry Minear and me no longer appears bizarre: “Don’t just do something, stand there! “3sThis advice represented our conviction about the payoffs from thoughtful analyses and our growing distaste for the stereotypical, yet often accurate, image of a bevy of humanitarian actors flitting from one emergency to the next.

Util

Harries, 94 – Editor @ The National Interest

(Owen, Power and Civilization, The National Interest, Spring, lexis)

Performance is the test. Asked directly by a Western interviewer, “In principle, do you believe in one standard of human rights and free expression?”, Lee immediately answers, “Look, it is not a matter of principle but of practice.” This might appear to represent a simple and rather crude pragmatism. But in its context it might also be interpreted as an appreciation of the fundamental point made by Max Weber that, in politics, it is “the ethic of responsibility” rather than “the ethic of absolute ends” that is appropriate. While an individual is free to treat human rights as absolute, to be observed whatever the cost, governments must always weigh consequences and the competing claims of other ends. So once they enter the realm of politics, human rights have to take their place in a hierarchy of interests, including such basic things as national security and the promotion of prosperity. Their place in that hierarchy will vary with circumstances, but no responsible government will ever be able to put them always at the top and treat them as inviolable and over-riding. The cost of implementing and promoting them will always have to be considered.

Predictions and scenario building are valuable for decision-making, even if they’re not perfect

Garrett 12

Banning, In Search of Sand Piles and Butterflies, director of the Asia Program and Strategic Foresight Initiative at the Atlantic Council. 

http://www.acus.org/disruptive_change/search-sand-piles-and-butterflies

 “Disruptive change” that produces “strategic shocks” has become an increasing concern for policymakers, shaken by momentous events of the last couple of decades that were not on their radar screens – from the fall of the Berlin Wall and the 9/11 terrorist attacks to the 2008 financial crisis and the “Arab Spring.” These were all shocks to the international system, predictable perhaps in retrospect but predicted by very few experts or officials on the eve of their occurrence. This “failure” to predict specific strategic shocks does not mean we should abandon efforts to foresee disruptive change or look at all possible shocks as equally plausible. Most strategic shocks do not “come out of the blue.” We can understand and project long-term global trends and foresee at least some of their potential effects, including potential shocks and disruptive change. We can construct alternative futures scenarios to envision potential change, including strategic shocks. Based on trends and scenarios, we can take actions to avert possible undesirable outcomes or limit the damage should they occur. We can also identify potential opportunities or at least more desirable futures that we seek to seize through policy course corrections. We should distinguish “strategic shocks” that are developments that could happen at any time and yet may never occur. This would include such plausible possibilities as use of a nuclear device by terrorists or the emergence of an airborne human-to-human virus that could kill millions. Such possible but not inevitable developments would not necessarily be the result of worsening long-term trends. Like possible terrorist attacks, governments need to try to prepare for such possible catastrophes though they may never happen. But there are other potential disruptive changes, including those that create strategic shocks to the international system, that can result from identifiable trends that make them more likely in the future—for example, growing demand for food, water, energy and other resources with supplies failing to keep pace. We need to look for the “sand piles” that the trends are building and are subject to collapse at some point with an additional but indeterminable additional “grain of sand” and identify the potential for the sudden appearance of “butterflies” that might flap their wings and set off hurricanes. Mohamed Bouazizi, who immolated himself December 17, 2010 in Sidi Bouzid, Tunisia, was the butterfly who flapped his wings and (with the “force multiplier” of social media) set off a hurricane that is still blowing throughout the Middle East. Perhaps the metaphors are mixed, but the butterfly’s delicate flapping destabilized the sand piles (of rising food prices, unemployed students, corrupt government, etc.) that had been building in Tunisia, Egypt, and much of the region. The result was a sudden collapse and disruptive change that has created a strategic shock that is still producing tremors throughout the region. But the collapse was due to cumulative effects of identifiable and converging trends. When and what form change will take may be difficult if not impossible to foresee, but the likelihood of a tipping point being reached—that linear continuation of the present into the future is increasingly unlikely—can be foreseen. Foreseeing the direction of change and the likelihood of discontinuities, both sudden and protracted, is thus not beyond our capabilities. While efforts to understand and project long-term global trends cannot provide accurate predictions, for example, of the GDPs of China, India, and the United States in 2030, looking at economic and GDP growth trends, can provide insights into a wide range of possible outcomes. For example, it is a useful to assess the implications if the GDPs of these three countries each grew at currently projected average rates – even if one understands that there are many factors that can and likely will alter their trajectories. The projected growth trends of the three countries suggest that at some point in the next few decades, perhaps between 2015 and 2030, China’s GDP will surpass that of the United States. And by adding consideration of the economic impact of demographic trends (China’s aging and India’s youth bulge), there is a possibility that India will surpass both China and the US, perhaps by 2040 or 2050, to become the world’s largest economy. These potential shifts of economic power from the United States to China then to India would likely prove strategically disruptive on a global scale. Although slowly developing, such disruptive change would likely have an even greater strategic impact than the Arab Spring. The “rise” of China has already proved strategically disruptive, creating a potential China-United States regional rivalry in Asia two decades after Americans fretted about an emerging US conflict with a then-rising Japan challenging American economic supremacy. Despite uncertainty surrounding projections, foreseeing the possibility (some would say high likelihood) that China and then India will replace the United States as the largest global economy has near-term policy implications for the US and Europe. The potential long-term shift in economic clout and concomitant shift in political power and strategic position away from the US and the West and toward the East has implications for near-term policy choices. Policymakers could conclude, for example, that the West should make greater efforts to bring the emerging (or re-emerging) great powers into close consultation on the “rules of the game” and global governance as the West’s influence in shaping institutions and behavior is likely to significantly diminish over the next few decades. The alternative to finding such a near-term accommodation could be increasing mutual suspicions and hostility rather than trust and growing cooperation between rising and established powers—especially between China and the United States—leading to a fragmented, zero-sum world in which major global challenges like climate change and resource scarcities are not addressed and conflict over dwindling resources and markets intensifies and even bleeds into the military realm among the major actors. Neither of these scenarios may play out, of course. Other global trends suggest that sometime in the next several decades, the world could encounter a “hard ceiling” on resources availability and that climate change could throw the global economy into a tailspin, harming China and India even more than the United States. In this case, perhaps India and China would falter economically leading to internal instability and crises of governance, significantly reducing their rates of economic growth and their ability to project power and play a significant international role than might otherwise have been expected. But this scenario has other implications for policymakers, including dangers posed to Western interests from “failure” of China and/or India, which could produce huge strategic shocks to the global system, including a prolonged economic downturn in the West as well as the East. Thus, looking at relatively slowly developing trends can provide foresight for necessary course corrections now to avert catastrophic disruptive change or prepare to be more resilient if foreseeable but unavoidable shocks occur. Policymakers and the public will press for predictions and criticize government officials and intelligence agencies when momentous events “catch us by surprise.” But unfortunately, as both Yogi Berra and Neils Bohr are credited with saying, “prediction is very hard, especially about the future.” One can predict with great accuracy many natural events such as sunrise and the boiling point of water at sea level. We can rely on the infallible predictability of the laws of physics to build airplanes and automobiles and iPhones. And we can calculate with great precision the destruction footprint of a given nuclear weapon. Yet even physical systems like the weather as they become more complex, become increasingly difficult and even inherently impossible to predict with precision. With human behavior, specific predictions are not just hard, but impossible as uncertainty is inherent in the human universe. As futurist Paul Saffo wrote in the Harvard Business Review in 2007, “prediction is possible only in a world in which events are preordained and no amount of actions in the present can influence the future outcome.” One cannot know for certain what actions he or she will take in the future much less the actions of another person, a group of people or a nation state. This obvious point is made to dismiss any idea of trying to “predict” what will occur in the future with accuracy, especially the outcomes of the interplay of many complex factors, including the interaction of human and natural systems. More broadly, the human future is not predetermined but rather depends on human choices at every turning point, cumulatively leading to different alternative outcomes. This uncertainty about the future also means the future is amenable to human choice and leadership. Trends analyses—including foreseeing trends leading to disruptive change—are thus essential to provide individuals, organizations and political leaders with the strategic foresight to take steps mitigate the dangers ahead and seize the opportunities for shaping the human destiny. Peter Schwartz nearly a decade ago characterized the convergence of trends and disruptive change as “inevitable surprises.” He wrote in Inevitable Surprises that “in the coming decades we face many more inevitable surprises: major discontinuities in the economic, political and social spheres of our world, each one changing the ‘rules of the game’ as its played today. If anything, there will be more, no fewer, surprises in the future, and they will all be interconnected. Together, they will lead us into a world, ten to fifteen years hence, that is fundamentally different from the one we know today. Understanding these inevitable surprises in our future is critical for the decisions we have to make today …. We may not be able to prevent catastrophe (although sometimes we can), but we can certainly increase our ability to respond, and our ability to see opportunities that we would otherwise miss. 

No extinction

Easterbrook 3 (Gregg, senior fellow at the New Republic, “We're All Gonna Die!”, http://www.wired.com/wired/archive/11.07/doomsday.html?pg=1&topic=&topic_set=)
If we're talking about doomsday - the end of human civilization - many scenarios simply don't measure up. A single nuclear bomb ignited by terrorists, for example, would be awful beyond words, but life would go on. People and machines might converge in ways that you and I would find ghastly, but from the standpoint of the future, they would probably represent an adaptation. Environmental collapse might make parts of the globe unpleasant, but considering that the biosphere has survived ice ages, it wouldn't be the final curtain. Depression, which has become 10 times more prevalent in Western nations in the postwar era, might grow so widespread that vast numbers of people would refuse to get out of bed, a possibility that Petranek suggested in a doomsday talk at the Technology Entertainment Design conference in 2002. But Marcel Proust, as miserable as he was, wrote Remembrance of Things Past while lying in bed.

We’ve already passed the threshold of their impacts

AFP, Agence France Presse, September 15, ‘99, “Outlook Grim For World’s Environment Says UN,” http://www.rense.com/earthchanges/grimoutlook_e.htm

The United Nations warned Wednesday that the world’s environment was facing catastrophic damage as the new millennium nears, ranging from irreversible destruction to tropical rainforests to choking air pollution and a threat to the polar ice caps. In a lengthy report, the UN Environment Programme painted a grim tableau for the planet’s citizens in the next millennium, saying time was fast running out to devise a policy of sustainable human development. And for some fragile eco-systems and vulnerable species, it is already too late, warns the report, called GEO-2000. “Tropical forest destruction has gone too far to prevent irreversible damage. It would take many generations to replace the lost forests, and the cultures that have been lost with them can never be replaced,” it warns. “Many of the planet’s species have already been lost or condemned to extinction because of the slow response times of both the environment and policy-makers; it is too late to preserve all the bio-diversity the planet had.” Sounding the alarm, the UNEP said the planet now faced “full-scale emergencies” on several fronts, including these: -- it is probably too late to prevent global warming, a phenomenon whereby exhaust gases and other emissions will raise the temperature of the planet and wreak climate change. Indeed, many of the targets to reduce or stabilise emissions will not be met, the report says. -- urban air pollution problems are reaching “crisis dimensions” in the developing world’s mega-cities, inflicting damage to the health of their inhabitants. -- the seas are being “grossly over-exploited” and even with strenuous efforts will take a long time to recover.

resiliency

Prediction and scenario planning are inevitable

Danzig 11

Richard Danzig, Center for a New American Security Board Chairman, Secretary of the Navy under President Bill Clinton, October 2011, Driving in the Dark Ten Propositions About Prediction and National Security, http://www.cnas.org/files/documents/publications/CNAS_Prediction_Danzig.pdf

3. The Propensity for Prediction Is Especially Deeply Embedded in the U.S. Department of Defense \ Five factors powerfully contribute to this propensity. Bureaucratic Managers, and Especially Government Officials, Seek Predict ability as a Means of Maintaining Order Students of both business and government bureaucracies have observed that managers seek to simplify problems in order to render them more predictable. In the words of Herbert Simon: Administrative man recognizes that the world he perceives is a drastically simplified model of the buzzing, blooming confusion that constitutes the real world. He is content with the gross simplification because he believes that the real world is mostly empty – that most of the facts of the real world have no great relevance to any particular situation he is facing and that most significant chains of causes and consequences are short and simple.36 Henry Kissinger arrived at a similar observation after decades of interacting with U.S. national security bureaucracies. “The essence of bureaucracy,” he writes, “is its quest for safety; its success is calculability… The attempt to conduct policy bureaucratically leads to a quest for calculability which tends to become a prisoner of events.”37 Andrew Krepinevich, a long-time observer of the Pentagon, comments that bureaucrats would prefer “no thinking about the future (which implies things might change and they might have to change along with it). To the extent they ‘tolerate’ such thinking, they attempt to insure that such thinking results in a world that looks very much like the one for which they have planned.”38 Insofar as the future is forecast to differ from the present, it is highly desirable from a bureaucratic perspective for the forecast to at least be presented with certitude. James C. Scott discerns the reasons for this, arguing that for a government bureaucrat, [t]he … present is the platform for launching plans for a better future… The strategic choice of the future is freighted with consequences. To the degree that the future is known and achievable … the less future benefits are discounted for uncertainty.39 Conceding uncertainty would weaken budgetary claims, power and status. Moreover, bureaucratic actors who question alleged certainties soon learn that they are regarded skeptically. Whose team are they on? What bureaucratic interest is served by emphasizing uncertainty? Militaries, in Particular, Seek Predictive Power The military environment compounds managers’ predisposition to prediction, and indeed, most security strategies are designed to reduce risk. Napoleon’s maxim reflects present military attitudes: “To be defeated is pardonable; to be surprised – never!”40 The American military, committed to harnessing technological superiority and overwhelming force, is particularly predisposed to a mind-set in which power and predictive accuracy are exaggerated. William Astor captures the point: [W]hat disturbs me most is that the [U.S.] military swallowed the Clausewitzian/German notion of war as a dialectical or creative art, one in which well-trained and highly-motivated leaders can impose their will on events… a new vision of the battlefield emerged in which the U.S. military aimed, without the slightest sense of irony, for “total situational awareness” and “full spectrum dominance,” goals that, if attained, promised commanders the almost god-like ability to master the “storm of steel,” to calm the waves, to command the air. In the process, any sense of war as thoroughly unpredictable and enormously wasteful was lost.41 The Modern American Military Traces its Roots to Predictive Failure The present American military establishment was created in the wake of two wars – World War II and the Korean War – for which it was widely recognized that America was unprepared.42 These led to a mantra of attempting to foresee and plan for risks so as never again to be comparably unprepared. The McN amara Revolution Enshr ined Pentagon Processes Dependent on Predict ion A half century ago, Robert McNamara and his “whiz kids” intensified the predictive tendency, but for different reasons than their predecessors. For McNamara and his colleagues, the challenge was to take an internally competitive, substantially disorganized and significantly dysfunctional DOD and make it more manageable and rational. A key step to this end was to adopt the then-modern concepts of strategic planning with which McNamara had been closely associated at Ford Motor Company.43 A related initiative was to establish for DOD a single scenario – a Soviet invasion of Western Europe – against which most investments could be measured.44 This mechanism of resource allocation became a mechanism of program planning in accord with the proposition that “what you measure is what you motivate.” This result was rationalized with the observation that the Soviet scenario was so stressful that all other contingencies would be lesser included cases; they could be readily handled with the equipment, training and doctrine designed for the most demanding Soviet scenario. Of course, this scenario was never as dominant in practice as it was in theory. Collateral investments were made, for example, in attack submarines. Subordinate combat commands worried about scenarios specific to their regions, such as fighting in Asia or the Persian Gulf. Occasional consideration was also given by the Office of the Secretary of Defense to some alternative opponents.45 It was not that the system prohibited collateral thought about unpredicted outcomes. Rather, it forced overwhelming attention to the predicted scenario and offered few incentives to consider unexpected contingencies. Owen Brown and Paul Eremenko observe that the McNamara revolution introduced a bias toward design systems with long lives for allegedly predictable environments. Analyzing our space programs, they write: Decisionmakers respond to increased marginal cost by … increasing lifetime to minimize amortized annual costs. In a perfect world of no uncertainty (or certainty of the uncertainty) this is an appropriate decision. The scars of real world experience illustrate the true problems of this approach. These space systems, which (because of their complexity) take years to design and build, are designed to meet requirements based on today’s threat forecasts. With constantly changing threat environments, requirements change during the design and build phase. The result is redesign, which costs time and money for a large, tightly coupled system. Once launched, there is little hope the capability of a space system can be adapted to a new threat.46 The Monolith ic Soviet Opp onent Was Unusually Predict able The Cold War led to co-evolution: The mutually engaged American and Soviet military systems responded to each other’s doctrines, processes and military products.47 Because the massive Soviet system became largely ponderous and predictable,48 the American system had unusual opportunities for forecasting.49 Furthermore, the U.S. system was unusually disposed to produce large numbers of standardized systems. The Defense Science Board astutely commented on the result: Focus was on long, predictable, evolutionary change against a Cold War peer opponent who suffered as much, if not more, than the United States from a rigid and bureaucratic system. There were certainly instances of adaptability during the Cold War period, but the surviving features of that period are now predominated by long compliance-based structures.50 These five strands combine to embed a propensity for prediction deeply within the DNA of the U.S. Department of Defense.

Probabilistic evaluation of hypothetical impacts is the only way to grapple with strategic uncertainty

Krepinevich 9 (Andrew F. Krepinevich, Jr. is a defense policy analyst, currently executive director of the Center for Strategic and Budgetary Assessments. His influential book, The Army and Vietnam, contends that the United States could have won the Vietnam War had the Army adopted a small-unit pacification strategy in South Vietnam's villages, rather than conducting search and destroy operations in remote jungles. Today, he criticizes the counterinsurgency approaches being employed in the Iraq War. He is a West Point graduate. 1/27/2009, “7 Deadly Scenarios: A Military Futurist Explores War in the 21st Century”, http://www.amazon.com/reader/0553805398?_encoding=UTF8&query=so%20are%20we%20building#reader_0553805398)

While the Pentagon would dearly like to know the answers to these questions, it is simply not possible. Too many factors have a hand in shaping the future. Of course. Pentagon planners may blithely assume away all uncertainty and essentially bet that the future they fore-cast is the one that will emerge. In this case the U.S. military will be very well prepared—for the predicted future. But history shows that militaries are often wrong when they put too many eggs in one basket. In the summer of 1914, as World War I was breaking out, Europeans felt that the war would be brief and that the troops might be home "before the leaves fall." In reality the Allied and Central Powers engaged in over four years of horrific bloodletting. In World War II the French Army entered the conflict believing it would experience an advanced version of the trench warfare it had encountered in 1914-1918. Instead, France was defeated by the Germans in a lightning campaign lasting less than two months. Finally, in 2003 the Pentagon predicted that the Second Gulf War would play out with a traditional blitzkrieg. Instead, it turned into an irregular war, a "long, hard slog."20 Militaries seem prone to assuming that the next war will be an "updated" version of the last war rather than something quite different. Consequently, they are often accused of preparing for the last war instead of the next. This is where rigorous, scenario-based planning comes into play. It is designed to take uncertainty explicitly into account by incorporating factors that may change the character of future conflict in significant and perhaps profound ways. By presenting a plausible set of paths into the future, scenarios can help senior Pentagon leaders avoid the "default" picture in which tomorrow looks very much like today. If the future were entirely uncertain, scenario-based planning would be a waste of time. But certain things are predictable or at least highly likely. Scenario planners call these things “predetermined elements.” While not quite “done deals,” they are sufficiently well known that their probability of occurring is quite high. For example, we have a very good idea of how many men of military age (eighteen to thirty-one) there will be in the United States in 2020, since all of those males have already been born, and, barring a catastrophic event, the actuarial data on them is quite refined. We know that China has already tested several types of weapons that can disable or destroy satellites. We know that dramatic advances in solid-state lasers have been made in recent years and that more advances are well within the realm of possibility. These "certainties" should be reflected in all scenarios, while key uncertainties should be reflected in how they play out across the different scenarios.21 If scenario-based planning is done well, and if its insights are acted upon promptly, the changes it stimulates in the military may help deter prospective threats, or dissuade enemies from creating threatening new capabilities in the first place. 

Energy scenario-planning is good for decisionmaking

Lankshear and Noble 00

http://www.literacyandtechnology.org/volume1/lankshearknobel.pdf
Colin Lankshear is Adjunct Professor at James Cook University, Mount St Vincent University and McGill University. He is an internationally acclaimed scholar in the study of new literacies and digital technologies (cf., Lankshear 1987; Lankshear 1997; Lankshear & Snyder, 2000; Lankshear & Knobel, 2003; Lankshear & Knobel 2006; Knobel & Lankshear, 2007; Coiro, Knobel, Lankshear & Leu, 2008; Lankshear & Knobel, 2008).

Classic examples of scenario planning successes abound. An early one (from the 1970s) concerns the Shell Oil petroleum company whose scenario planning built in as a possibility a change in the price of oil—this occurred prior to the oil shocks of the mid 70s. At that time an oil price change, whilst possible, was practically unthinkable. Other companies certainly had not factored it into their way of thinking about the future. The company in question improved its business position among oil companies astronomically after oil prices increased. This is not to suggest that scenario planning is good only for business and profiteering activity. We think the kind of work that goes into scenario planning is exactly the kind of work that should be built into learning activities in schools, communities and workplaces. Since it is a form of reading and writing the world, it seems to us to qualify nicely as a new literacy: one which is comparatively new chronologically, and one that would most certainly be new to prevailing mindsets within formal literacy studies.

Internal link chains are not the same as war games – evaluating hypothetical future scenarios is a way to acknowledge complexity in cost-benefit

Ogilvy 11

Facing The Fold: Essays on scenario planning

Jay is a cofounder of GBN and dean and chief academic officer at the Presidio School of Management in San Francisco. His own research and work have focused primarily on the role that human values and changing motivations play in business decision-making and strategy, with a particular focus on health care, education, and sustainability. He has pursued these interests in collaboration with Peter Schwartz since 1979, when he joined SRI International, and from 1988-2008 with GBN, where he led dozens of scenario projects for public and private sector clients in health care and life sciences and led GBN’s scenario training courses. While at SRI, Jay split his time between developing future scenarios for strategic planning and serving as director of research for the Values and Lifestyles (VALS) Program, a consumer segmentation system used in market research. He also authored monographs on social, political, and demographic trends affecting the values of American consumers. Jay's work builds on his background as a philosopher. He taught at the University of Texas, Williams College, and for seven years at Yale, where he received his PhD in 1968. He is the author of Facing The Fold: Essays on Scenario Planning (2011), Creating Better Futures: Scenario Planning as a Tool for a Better Tomorrow (2002), Living Without a Goal (1995), Many Dimensional Man (1977); co-author of China' Futures (2001) and Seven Tomorrows (1980); and editor of Self and World (1971, 1980), and Revisioning Philosophy (1991). He is currently at work on a book on emergent systems, e.g. consciousness, leadership, and wealth.

But what if we measure scenario planning against the standards of a different kind of science? What kind? Consider complexity theory and the ideas of Stuart Kauffman. In his Investigations. Kauffman reflects on the fact that in an evolving universe where new forms of order emerge from complex concatenations of already complex molecules, it is not only impossible to predict the future; we cannot even anticipate the parameters of the configuration space. Not only can we not calculate the measure of the future: we cannot even anticipate the correct measuring rods to use. Kauffman is not shy about drawing appropriately radical conclusions about the nature of science itself. Once again: "Our inability to prestate the configuration space of a biosphere foretells a deepening of science, a search for story and historical contingency, yet a place for natural laws."8 I think Kauffman is right to deduce the need for story from our inability to prestate the configuration space of the biosphere, but there are some premises missing from his deduction. What is it about story that makes it essential to his new kind of science? What is it about narrative that makes it so important to complexity theory? In order to answer this question, we need to look elsewhere. But before we do so. it's worth recalling that scenarios are stories—narratives of alternative futures. If stories are essential to Kauffman's new kind of science, and scenarios are stories, then scenario planning might be far more compatible with this new kind of science than with the science of LaPlace and the positivists. We seem to be getting closer to an understanding of scenario planning as not just art. but also part of science. But before we get there, we still need to know just what it is about story or narrative that makes it essential to this new kind of science. Despite the rash of recent interest in narrative and the growing fascination with story-telling in organizations,91 find it necessary to go all the way back to Hegel to find an account of narrative sufficiently profound to serve Kauffman's needs. Since Hegel's prose is obscure to the point of being unintelligible to those not steeped in the language of German philosophy, it will be helpful to borrow from one of his modern interpreters. Hayden White, a formulation of his insights more lucid than Hegel's own. White interprets Hegel as saving, "The reality that lends itself to narrative representation is the conflict between desire and the law."10 I think Hayden White and Hegel are on to something very important here, something that completes Stuart Kauffman's argument in ways that not even he may have anticipated. Put Hegel and Kauffman together (with Hayden White's help), and you get a science that not only covers the force of necessity; you get a science that also accommodates the power of desire—not only what must be. but also what we want to be; not only a degree of determinism, but also some room for freedom. We get the kind of science we need for shaping the future as well as we can without falling into the paradox of a scientifically predictable fate defeating the efficacy of good intentions. In short, there is reason for hope.

Demands for DETERMINIST accuracy misunderstand the point of NORMATIVE SCENARIO PLANNING in debate – SOCIAL SCIENCE can be good without being POSITIVISM

Ogilvy 11

Facing The Fold: Essays on scenario planning

Jay is a cofounder of GBN and dean and chief academic officer at the Presidio School of Management in San Francisco. His own research and work have focused primarily on the role that human values and changing motivations play in business decision-making and strategy, with a particular focus on health care, education, and sustainability. He has pursued these interests in collaboration with Peter Schwartz since 1979, when he joined SRI International, and from 1988-2008 with GBN, where he led dozens of scenario projects for public and private sector clients in health care and life sciences and led GBN’s scenario training courses. While at SRI, Jay split his time between developing future scenarios for strategic planning and serving as director of research for the Values and Lifestyles (VALS) Program, a consumer segmentation system used in market research. He also authored monographs on social, political, and demographic trends affecting the values of American consumers. Jay's work builds on his background as a philosopher. He taught at the University of Texas, Williams College, and for seven years at Yale, where he received his PhD in 1968. He is the author of Facing The Fold: Essays on Scenario Planning (2011), Creating Better Futures: Scenario Planning as a Tool for a Better Tomorrow (2002), Living Without a Goal (1995), Many Dimensional Man (1977); co-author of China' Futures (2001) and Seven Tomorrows (1980); and editor of Self and World (1971, 1980), and Revisioning Philosophy (1991). He is currently at work on a book on emergent systems, e.g. consciousness, leadership, and wealth.

Monological science is not simply wrong; it is a necessary condition for the emergence of subjectivity from the conflict between desire and that law. Rather than staking out a romantic opposition to the force of law; rather than restating New Age complaints about the failure of "Western science" (whatever that might mean); rather than giving in to Feycrabcnd's methodological anarchism, it seems wiser to define as precisely as possible what I've called monological science, grant it its due under laboratory' conditions, but then declare its limitations in applications outside the laboratory, especially where intentional agents hav e their say. The point is to appreciate the tension between the force of law and the force of desire. Wishing something doesn't make it so. But there is reason for hope, even in the face of harsh necessity. Once we grant the force of law, together with its limitations somewhere short of the pre-determined, billiards table universe of the positivists, then there's room for entertaining the role of hope, desire and care without falling into overly wishful thinking or belief in some benign teleology. This is precisely where normative scenarios come into play. As I've argued elsewhere,11 investing our scenarios with our values is not a mistake. It is not an error to recognize one scenario as aspirational. another as an evil to be avoided at all costs. The effort to create scenarios that are simply different without being recognized as good or bad derives from the mistaken belief that pure objectivity is possible. It is not. Of course it is worth even' effort to explore and identify our biases. But it is a mistake to maintain that we can root out all of our biases, all of our predispositions, all of our assumptions and pre-judgments,12 to achieve some sort of context-free objectivity.

2NC
2nc conditionality

Strategic thinking – forces 2AC time and strategy pressure – makes them consider argument interaction and make smart choices – only long-term skill from debate.

Neg flex – key to test the aff from multiple angles and give us strategic options – aff gets to speak first and last, no one advocates the squo
Logical decisionmaking – no one would vote for something worse than the squo – makes their model terminally useless 
Skews inevitable – we could read more T or case arguments

2NR checks – narrows the debate to one world for in-depth discussion.

CI -- ________ advocacies – checks regression.

Reasonability – no neg resolution means all theory interpretations are arbitrary. They have to win we destroy debate in this instance to win. 
[Dispo is condo – aff will always perm]

[Reasonability – no neg resolution means all theory interpretations are arbitrary. They have to win we destroy debate in this instance to win.] 
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That’s key

Petress, Professor Emeritus of Communication at the University of Maine at Presque Isle, 9/22/2006
(Ken, “The value of precise language usage,” Reading Improvement, Highbeam Research)
Precision in language usage can be thought of as an ego boosting activity, a snobbish pastime, an arrogant trait; or it can be interpreted as an attempt to aid audiences in understanding exact meaning, an effort to reduce ambiguity, and/or as a positive role model for others in one's language community. This essay argues that the latter set of interpretations are desirable and that we should all make modest efforts to learn how to write and speak more precisely and then to actually practice [most of the time] what we have learned.  Reading (like listening) is the reception of and interpretation of messages. In order for readers to garner full impact, power, and intention of messages, the message makers must do all in their ability to aid the eventual receiver. A major component of this message creator duty is to form as precise messages as possible. Language precision eliminates or reduces ambiguity and equivocation (when not intended). (1) As Hayakawa and Hayakawa have convincingly pointed out, precise language aids in adapting appropriately and successfully when needing to employ skills to reach various language levels such as variant age levels, education levels, class structures, and degrees of familiarity to the language being used. (2)  Precision is defined as possessing exactitude; the opposite of precise is that which is vague, "close enough," somewhat "fuzzy," and perhaps ambiguous. Precision is not designed to be knit picking, obtuse, a way to show off, nor a way to demonstrate linguistic superiority; it is a way to state directly, clearly, specifically, exactly, and vividly what you mean. Precision does not guarantee that readers or hearers will better understand you or that they will personally appreciate the effort of being precise; however, we stand a better chance of being understood when we are precise.  

Destroys research

Tugwell 88

 The Energy Crisis and the American Political Economy:

Politics and Markets in the Management of Natural Resources

 Previously, Dr. Tugwell was the executive director of the Heinz Endowments of Pittsburgh, the founder and president of the Environment Enterprises Assistance Fund, and as a senior consultant for International Projects and Programs at PG&E Enterprises. He served as a deputy assistant administrator at USAID (1980-1981) and as a senior analyst for the energy program at the U.S. Office of Technology Assessment (1979-1980). Dr. Tugwell was also a professor at Pomona College and an adjunct distinguished professor at the Heinz School of Carnegie Mellon University. Additionally, he serves on the Advisory Board and International Committee of the American Council on Renewable Energy and on the Joint Board of Councilors of the China-U.S. Center for Sustainable Development. He also serves on the Board of Eucord (European Cooperative for International Development). Dr. Tugwell received a PhD in political science from Columbia University. 

 Finally, administering energy regulations proved a costly and cumbersome endeavor, exacting a price all citizens had to pay. As the energy specialist Paul MacAvoy has noted: "More than 300,000 firms were required to respond to controls, ranging from the three dozen major refining companies to a quarter of a million retailers of petroleum products. The respondents had to file more than half a million reports each year, which probably took more than five mil- lion man-hours to prepare, at an estimated cost alone of $80 mil- lion."64 To these expenditures must be added the additional costs to the government of collecting and processing these reports, monitor- ing compliance, and managing the complex process associated with setting forth new regulations and adjudicating disputes. All to- gether, it seems likely that the administrative costs, private and public, directly attributable to the regulatory process also exceeded $1 billion a year from 1974 to 1980.^

All energy regulation is too big – it’s torture

Edwards 80

  JUDGES: Before EDWARDS, LEAR and WATKINS, JJ.  OPINION BY: EDWARDS 
 AYOU BOUILLON CORPORATION, ET AL. v. ATLANTIC RICHFIELD COMPANY

 No. 13229  Court of Appeal of Louisiana, First Circuit  385 So. 2d 834; 1980 La. App. LEXIS 3972; 67 Oil & Gas Rep. 240   May 5, 1980  PRIOR HISTORY:  [**1]  ON APPEAL FROM THE 18TH JUDICIAL DISTRICT COURT, PARISH OF IBERVILLE, HONORABLE EDWARD N. ENGOLIO, JUDGE. 

 Comprehending the applicability and complexity of federal energy regulation necessitates both a stroll down the tortuous legislative path and a review of legal challenges so numerous as to require the establishment of a Temporary Emergency Court of Appeals. 

2NC We Meet

Squo proves our interpretation – local governments are already taking some action – proves they are not prohibited

Pursley and Wiseman 11 1AC Author (Garrick, Assistant Professor of Law, University of Toledo College of Law, and Hannah, Assistant Professor of Law, University of Tulsa College of Law, “Local Energy”, Emory Law Journal, 60 Emory L.J. 877)

This Article is only an initial step toward a broader vision of a new energy future. Local governments, even though not yet fully empowered to enact local land-energy laws, have already begun to move aggressively toward this future - with some even declaring that one-hundred percent of their electricity will come from renewable sources. 415 The production of vast quantities of electricity from clean, distributed renewable generation is currently a fragile vision that is part of an energy future shrouded in uncertainty. This Article has suggested the ideal governmental levels at which sustainable energy, grown from the bottom up, will become more than a vision. From this partial foundation, we hope that much will emerge. Indeed, for a prosperous future, it must.

Homeowners Association don’t make production impossible

SolarTown 10 ("Homeowners' Associations and Solar Panels: Can they Live in Harmony?", www.solartown.com/learning/solar-panels/homeowners-associations-and-solar-panels-can-they-live-in-harmony/)
Despite the problems between HOA's and homeowners who want to put up solar panels, this should not deter anyone who's interested in putting up solar panels. However, this doesn't mean you should ignore the HOA CC&Rs that you signed when you purchased your home. You need to know what they say and whether they are enforceable given state legislation that may limit how they are applied to solar energy systems.

Navigating the potential hassles of dealing with an HOA when you want to install solar panels can be a pain, but it is possible.  You should review the CC&Rs regulating the uses and aesthetics of a neighborhood and are enforceable to all property owners. It is also advisable to review the CC&Rs to determine if there are any explicit prohibitions against solar panels. Even if your CC&Rs and HOA bylaws are clear, you should determine whether there are additional regulating documents that may apply to the installation of solar panels. If you're unsure whether or not you can install solar panels in your neighborhood, you can also ask the Board of Directors or someone in the regulating body in your association.

Each individual HOA is unique, from the people involved to the CCR&S and the bylaws. Solar panels are slowly being accepted in many neighborhoods, and it may take time before they're adequately accepted in every subdivision. Do your homework - it can save you a lot of time and money, and can lead you to a successful solar journey.

The barriers are purely financial – none of these preclude siting
Farell 10 1AC Author (John, an ILSR senior researcher specializing in energy policy developments that best expand the benefits of local ownership and dispersed generation of renewable energy, “Community Solar Power”)

Solar power can be developed by people with sunny rooftops or by big utilities or private companies. But should renters be able to invest in solar power? People with shady property or poorly orientated roofs? Should nonprofits and cooperatives be able to organize investors to reduce the cost of solar power? Should they receive the same incentives as commercial developers or utilities? Should the economic benefits of federal tax incentives and accelerated depreciation (funded by progressive income taxes) accrue to many, dispersed solar power generators rather than just a few large tax equity financiers?

Under the existing rules and incentives for solar power development, the answer is often ‘no’. But a few emerging solar projects have overcome these barriers and in this brief we examine their business models and the potential for the “new rules” of community solar policy to create the opportunity for not only more distributed solar to come online but for more people to be able to participate in that development.

We define community solar as a solar PV project with multiple individual owners living in geographic proximity to the solar project, and sharing the costs and benefits of ownership of the solar project. Figure 1 below provides a basic illustration of a community solar project.1 Local residents create a community solar entity that hires a third party to install the panels. The entity may collect tax incentives and solar renewable energy credits (SRECs). Electricity is sold to the local utility, and the proceeds allocated by providing credits on the residents’ electricity bills.

[Texas’ 1AC Card Ends Here]
In this paper, we explore whether community solar can:
Overcome existing financial and institutional barriers to collectively-owned solar. Financial barriers include barriers to accessing federal tax incentives (the 30% tax credit and accelerated depreciation), rules that make it hard to raise capital (e.g. securities laws), and rules that prohibit easy sharing of electricity generation among geographically dispersed owners.
at: ci—qualification

INSERT ANALYSIS

Conditions and restrictions are distinct—key to predictability

Pashman, justice – New Jersey Supreme Court, 3/25/’63
(Morris, “ISIDORE FELDMAN, PLAINTIFF AND THIRD-PARTY PLAINTIFF, v. URBAN COMMERCIAL, INC., AND OTHERS, DEFENDANT,” 78 N.J. Super. 520; 189 A.2d 467; 1963 N.J. Super. LEXIS 479)

HN3A title insurance policy "is subject to the same rules of construction as are other insurance policies." Sandler v. N.J. Realty Title Ins. Co., supra, at [***11]  p. 479. It is within these rules of construction that this policy must be construed.
Defendant contends that plaintiff's loss was occasioned by restrictions excepted from coverage in Schedule B of the title policy. The question is whether the provision in the deed to Developers that redevelopment had to be completed  [*528]  within 32 months is a "restriction." Judge HN4 Kilkenny held that this provision was a "condition" and "more than a mere covenant." 64 N.J. Super., at p. 378. The word "restriction" as used in the title policy cannot be said to be synonymous with a "condition." A "restriction" generally refers to "a limitation of the manner in which one may use his own lands, and may or may not involve a grant." Kutschinski v. Thompson, 101 N.J. Eq. 649, 656 (Ch. 1927). See also Bertrand v. Jones, 58 N.J. Super. 273 (App. Div. 1959), certification denied 31 N.J. 553 (1960); Freedman v. Lieberman, 2 N.J. Super. 537 (Ch. Div. 1949); Riverton Country Club v. Thomas, 141 N.J. Eq. 435 (Ch. 1948), affirmed per curiam, 1 N.J. 508 (1948). It would not be inappropriate to say that the word "restrictions," as used [***12]  by defendant insurers, is ambiguous. The rules of construction heretofore announced must guide us in an interpretation of this policy. I find that the word "restrictions" in Schedule B of defendant's title policy does not encompass the provision in the deed to Developers which refers to the completion  [**472]  of redevelopment work within 32 months because (1) the word is used ambiguously and must be strictly construed against defendant insurer, and (2) the provision does not refer to the use to which the land may be put. As the court stated in Riverton Country Club v. Thomas, supra, at p. 440, "HN5equity will not aid one man to restrict another in the uses to which he may put his land unless the right to such aid is clear, and that restrictive provisions in a deed are to be construed most strictly against the person or persons seeking to enforce them." (Emphasis added)

AT: “Reasonability”

Reasonability is impossible – it’s arbitrary and undermines research and preparation

Resnick, assistant professor of political science – Yeshiva University, ‘1
(Evan, “Defining Engagement,” Journal of International Affairs, Vol. 54, Iss. 2)

In matters of national security, establishing a clear definition of terms is a precondition for effective policymaking. Decisionmakers who invoke critical terms in an erratic, ad hoc fashion risk alienating their constituencies. They also risk exacerbating misperceptions and hostility among those the policies target. Scholars who commit the same error undercut their ability to conduct valuable empirical research. Hence, if scholars and policymakers fail rigorously to define "engagement," they undermine the ability to build an effective foreign policy.

Case

solar fails

Specifically decentralization is coopted by elites—it’s only self-governance within the existing structure

René Véron, Institut de Géographie, Université de Lausanne, Sustainability 2010, 2, 2833-2848 “Small Cities, Neoliberal Governance and Sustainable Development in the Global South: A Conceptual Framework and Research Agenda”

However, neoliberalism can be understood not only as an ideology with its associated political-economic system, but also as a particular rationality and technology of (state) rule, or “governmentality” [27]. Neoliberal urban governance is not simply a response to economic globalization but also reflects how power/knowledge is exercised to achieve government objectives regarding the management of urban populations and environments. Rather than relying on the disciplining of individuals, for instance, “spatial governmentality” is applied to influence or “improve” social order in the neoliberal city [28]. Spaces are segregated and governed through the creation of gated communities and their protection through private security firms, through slum removals or Sustainability 2010, 2 2838 regularizations, and through the zoning of informal economic activities, for example [29,30]. But as the currently predominant rationality and technology of rule, neoliberal governmentality also encompasses the more subtle forms of self-enforcement and self-disciplining [31,32] as they are applied in community-based projects, decentralized and participatory planning initiatives, and the increased inclusion of civil society in decision-making processes. For instance, decentralized resource management can lead to increased environmental awareness and self-restraint among local communities creating environmental subjectivity over time [33].

Solar is intermittent—which means they just boost fossil fuel use

Hoexter 8

Michael Hoexter, Ph.D., a renewable energy and energy efficiency advocate, has helped California utilities implement and market energy and resource efficiency programs.
http://www.renewableenergyworld.com/rea/news/article/2008/04/distributed-vs-utility-scale-renewables-a-dead-end-battle-52046
As it turns out, even if we follow the very favorable policy conditions for distributed and large-scale renewable energy found in Germany, most energy will be generated in large installations, owned by cooperatives or by corporations, and those installations will cost less per unit of energy. Much to the chagrin of some people, a lot of those larger projects may need to be cited on undeveloped land. The people holding onto the ideal that power generation should be exclusively on developed land are avoiding the tough choices and inevitable compromises involved in building renewable generation facilities. They complain about the visual impact of wind turbines, solar farms or transmission lines without offering a realistic present day alternative that they and we will be able to afford. Choices within the area of transmission lines provide a graphic example of a tradeoff: Overhead transmission lines are about one tenth the cost of underground transmission infrastructure. Do you want to pay perhaps three or four times as much for electricity for this luxury? Nature does not just put electrical energy on tap, even if you own a renewable energy system; it takes various industrial and construction processes that cost money and involve compromises to bring you that power. Knee-jerk criticisms of the transmission system and utilities (sometimes found in the pages of this publication) flirt with a similar form of moral hazard. The utilities and grid operators, historically relying most on large-scale power plants, work to respond to our demand for electric power and the conveniences it offers us. In combination with related government agencies and transmission authorities, they have invested in and manage a huge infrastructure that is sending us the power that makes it possible for us to communicate, eat fresh food, get safe medical care, and move around safely. They have figured out ways to do this with a high level of efficiency and service, though unfortunately with fuels that are now endangering our climate. Some critics speak as if it is a breeze to reproduce this service on a smaller scale. This, I believe is either wishful thinking or ignorance. As Pogo said: "We have met the enemy and he is us."
That crushes the environment

NEI Nuclear Notes 5

Blogger,in comments section Gender Male Industry Non-Profit Occupation Accountant Location New York, New York, United States Interests Nuclear Energy, public accountability, anti-corruption, cats http://www.blogger.com/profile/14300778464353560180
The RMI loves to talk about distributed micro generation. Distributed generation has a long and mostly dirty history. Until the centralized generation plants and their distribution networks were put in place, most factories had to generate their own energy, usually through coal fired boilers. Just take a look at photographs of cities from the early twentieth century, there are usually clouds of coal smoke and pictures of smoke stacks billowing black smoke. Fast forward to the early twenty-first century and switch on the DIY Network and one will see many advertisements for natural gas fired home generators to be used as backup in the event of a blackout. Distributed generation was phased out in part to clean up the air in our cities. A return to distributed generation will result in lots of diesel or natural gas generators, which can be kept fueled and ready to be switched on at a moment's notice. Wind and solar are too unreliable for most practical applications, unless of course you are fortunate to live in a place with constant wind.
AT: They’ll Get Better
Massive data proves solar will always suck

Zehner 12

Green illusions, 

Ozzie Zehner is the author of Green Illusions and a visiting scholar at the University of California, Berkeley. His recent publications include public science pieces in Christian Science Monitor, The American Scholar, Bulletin of the Atomic Scientists, The Humanist, The Futurist, and Women’s Studies Quarterly. He has appeared on PBS, BBC, CNN, MSNBC, and regularly guest lectures at universities. Zehner’s research and projects have been covered by The Sunday Times, USA Today, WIRED, The Washington Post, Business Week and numerous other media outlets. He also serves on the editorial board of Critical Environmentalism.

Zehner primarily researches the social, political and economic conditions influencing energy policy priorities and project outcomes. His work also incorporates symbolic roles that energy technologies play within political and environmental movements. His other research interests include consumerism, urban policy, environmental governance, international human rights, and forgeries.

Zehner attended Kettering University (BS -Engineering) and The University of Amsterdam (MS/Drs – Science and Technology Studies). His research was awarded with honors at both institutions. He lives in San Francisco.

The solar establishment will most certainly balk at these observations, quibble about the particulars, and reiterate the benefits of learning by doing and economies of scale. These, however, are tired arguments. Based on experiences in California, Japan, and Europe, we now have solid field data indicating that (i) the benefits of solar cells are insignificant compared to the expense of realizing them, (2) the risks and limitations are substantial, and (3) the solar forecast isn't as sunny as we've been led to believe.

! no conscious eco-racism 1nc

Siting decisions based on non-racial factors – best evidence

Kevin 97

Mr. Kevin is an environmental analyst at the Ernest Orlando Lawrence Berkeley National Laboratory in Berkeley, California. J.D., Golden Gate University Law School (1986); Doctoral Candidacy, University of California, Berkeley (1982); M.A., University of California, Berkeley (1975); B.A., University of California, Santa Cruz (1973). Mr. Kevin was an analyst with the U.S. Congressional Office of Technology Assessment from 1979 to 1987, and worked with private sector environmental consulting firms from 1987 to 1996. 8 Vill. Envtl. L.J. 121 "ENVIRONMENTAL RACISM" AND LOCALLY UNDESIRABLE LAND USES: A CRITIQUE OF ENVIRONMENTAL JUSTICE THEORIES AND REMEDIES
Nondiscriminatory factors account for disparate results in the great majority of formal siting decisions. Some hazardous waste landfill sites which are often cited as examples of environmental racism, such as Emelle, Alabama and Warren County, North Carolina, may be technically superior to alternate sites. n92 For example, when Chemical Waste Management made its decision to site a hazardous waste landfill, Emelle was the only county east of the Mississippi River evaluated by EPA and listed as one of the ten most desirable counties for a landfill. n93 Factors accounting for its desirability as a landfill included the sparse population surrounding the site, reliable access to the site, and arid temperature in the site's location. n94 Most importantly, Emelle was underlain by dense natural chalk forming a good barrier between waste disposal activities and aquifers. n95 Other factors being equal, and independent of racism, siting proponents seek out areas where the costs of siting are low relative to comparable areas. n96 Minority communities are often in areas [*140] with lower land values. n97 In addition, although the assertion that "no one likes to live near a waste site" n98 is probably correct, in some instances there has not been strong opposition from minority communities that have been or would be affected by a LULU siting. n99 It is reasonable to conclude that lack of opposition has resulted from the same factors that have been cited in the cases of white communities which have solicited LULUs; as well as potential problems, LULUs can bring potential benefits to communities in jobs, revenues and direct provision of social services. n100 In some cases, not only has there been a lack of local opposition to LULU sitings, but community leaders have actively sought out or welcomed such sitings. For example, the Campo Band of Mission Indians has supported the construction of a solid waste landfill on reservation land in San Diego County, California. n101 Permitting and environmental standards for the landfill would meet, at a minimum, applicable EPA standards. n102 The landfill [*141] would bring great economic benefits to the Campo Band. n103 Tribal sources estimated that the landfill would directly create at least fifty-five permanent jobs for at least thirty-five members of the Campo Band, almost eliminating tribal unemployment. n104 Here, the most sustained and politically effective opposition to siting the landfill has come from several white neighbors of the Campo Reservation. n105 Unfortunately, LULUs have been sited despite considerable opposition from minority communities. Siting in the face of local opposition, however, is not limited to minority communities. A prominent example of LULU siting in spite of objections from non-minority communities is the decision to place a high-level radioactive waste repository in Nevada. n106 Conversely, other communities with white majorities have lobbied to have facilities, which most people would consider to be LULUs, sited in their jurisdictions in order to gain jobs and other benefits during difficult economic times. n107 In both situations, non-racial factors better explain the outcomes than intentional or societal racism.
Best SYNTHESIS of studies disproves environmental racism

Foreman 98

Christopher Foreman is a nonresident senior fellow in Governance Studies. Since 2000, he has also been a professor and director of the social policy program at the University of Maryland’s School of Public Policy. His research focuses on the politics of health, race, environmental regulation, government reform, and domestic social policy
Ph.D. (1980), A.M. (1977), A.B. (1974), Harvard University
The Promise and Peril of Environmental Justice
Christopher Boerner and Thomas Lambert have observed that many studies suffer from severe methodological difficulties or are too limited in scope to reliably indicate broader patterns.66 Indeed, once contrary findings and thoughtful criticisms are taken adequately into account, even a reasonably generous reading of the foundational empirical research alleging environmental inequity along racial lines must leave room for profound skepticism regarding the reported results. Taken as a whole this research offers, at best, only tenuous support for the hypothesis of racial inequity in siting or exposure, and no insight into the crucial issues of risk and health impact.
util

Util’s only way to balance competing impacts

Cummisky, 96 (David, professor of philosophy at Bates, Kantian Consequentialism, p. 131)

Finally, even if one grants that saving two persons with dignity cannot outweigh and compensate for killing one—because dignity cannot be added and summed in this way—this point still does not justify deontologieal constraints. On the extreme interpretation, why would not killing one person be a stronger obligation than saving two persons? If I am concerned with the priceless dignity of each, it would seem that 1 may still saw two; it is just that my reason cannot be that the two compensate for the loss of the one. Consider Hills example of a priceless object: If I can save two of three priceless statutes only by destroying one. Then 1 cannot claim that saving two makes up for the loss of the one. But Similarly, the loss of the two is not outweighed by the one that was not destroyed. Indeed, even if dignity cannot be simply summed up. How is the extreme interpretation inconsistent with the idea that I should save as many priceless objects as possible? Even if two do not simply outweigh and thus compensate for the lass of the one, each is priceless: thus, I have good reason to save as many as I can. In short, it is not clear how the extreme interpretation justifies the ordinary killing'letting-die distinction or even how it conflicts with the conclusion that the more persons with dignity who are saved, the better.*
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Complexity
Uncertainty doesn’t take out our specific scenarios

Krepinevich 9 (Andrew F. Krepinevich, Jr. is a defense policy analyst, currently executive director of the Center for Strategic and Budgetary Assessments. His influential book, The Army and Vietnam, contends that the United States could have won the Vietnam War had the Army adopted a small-unit pacification strategy in South Vietnam's villages, rather than conducting search and destroy operations in remote jungles. Today, he criticizes the counterinsurgency approaches being employed in the Iraq War. He is a West Point graduate. 1/27/2009, “7 Deadly Scenarios: A Military Futurist Explores War in the 21st Century”, http://www.amazon.com/reader/0553805398?_encoding=UTF8&query=so%20are%20we%20building#reader_0553805398)

  

Like Ebenezer Scrooge in Charles Dickens’ A Christmas Carol, we are moved to ask: Are these the shadows of the things that Will be, or are they shadows of things that may be only?... [I]f the courses be departed from, the ends will change. Say it is thus with what you show me!1 Fortunately, a country as powerful as the United Stares can often take action to deflect emerging challenges or to mitigate significantly their potential consequences. Remember, the crafting of scenarios is not an attempt to predict the future. Far too many interacting factors are at work to shape the future. It is impossible to know in advance how things will turn out. Eliminating uncertainty and surprise is simply not possible. None of the scenarios presented above will come to pass exactly as described. Scenarios have a more modest goal: to describe how the future might turn out. That being the case, why do these scenarios matter? Their usefulness lies in their ability to help military planners reduce the risks inherent in their work. The planners' job is to minimize the overall threat to the national security. Then ability to do this is limited, among other things, by risk and uncertainty. Risk is randomness with knowable probabilities; that is, we have some sense of what the probabilities might be (e.g., low, medium, high}. Uncertainty is randomness with unknowable probabilities. These "wild card" or "Black Swan" events are essentially unanticipated.2 Hence it is not possible to put a value on "uncertainty." However, by identifying and assessing the factors that will likely exert the greatest influence on the future security environment, and by examining the trends associated with these factors, military planners can identify significant emerging threats to the national security for which they must prepare. These risks must he plausible or credible to be taken seriously by senior decision-makers. Toward this end the narrative path between the world of today and the world of tomorrow's security challenges must be believable. A credible scenario can help broaden senior leaders’ attention beyond the immediate problems confronting them and enable them to overcome the natural mindset that sees tomorrow as simply a linear extrapolation of the world as it exists today. 

The goal of complexity theorists is still risk avoidance via resiliency – the disads are examples of how the plan could go wrong

Ogilvy 11

Facing The Fold: Essays on scenario planning
Jay is a cofounder of GBN and dean and chief academic officer at the Presidio School of Management in San Francisco. His own research and work have focused primarily on the role that human values and changing motivations play in business decision-making and strategy, with a particular focus on health care, education, and sustainability. He has pursued these interests in collaboration with Peter Schwartz since 1979, when he joined SRI International, and from 1988-2008 with GBN, where he led dozens of scenario projects for public and private sector clients in health care and life sciences and led GBN’s scenario training courses. While at SRI, Jay split his time between developing future scenarios for strategic planning and serving as director of research for the Values and Lifestyles (VALS) Program, a consumer segmentation system used in market research. He also authored monographs on social, political, and demographic trends affecting the values of American consumers. Jay's work builds on his background as a philosopher. He taught at the University of Texas, Williams College, and for seven years at Yale, where he received his PhD in 1968. He is the author of Facing The Fold: Essays on Scenario Planning (2011), Creating Better Futures: Scenario Planning as a Tool for a Better Tomorrow (2002), Living Without a Goal (1995), Many Dimensional Man (1977); co-author of China' Futures (2001) and Seven Tomorrows (1980); and editor of Self and World (1971, 1980), and Revisioning Philosophy (1991). He is currently at work on a book on emergent systems, e.g. consciousness, leadership, and wealth.
But what if we measure scenario planning against the standards of a different kind of science? What kind? Consider complexity theory and the ideas of Stuart Kauffman. In his Investigations. Kauffman reflects on the fact that in an evolving universe where new forms of order emerge from complex concatenations of already complex molecules, it is not only impossible to predict the future; we cannot even anticipate the parameters of the configuration space. Not only can we not calculate the measure of the future: we cannot even anticipate the correct measuring rods to use. Kauffman is not shy about drawing appropriately radical conclusions about the nature of science itself. Once again: "Our inability to prestate the configuration space of a biosphere foretells a deepening of science, a search for story and historical contingency, yet a place for natural laws."8 I think Kauffman is right to deduce the need for story from our inability to prestate the configuration space of the biosphere, but there are some premises missing from his deduction. What is it about story that makes it essential to his new kind of science? What is it about narrative that makes it so important to complexity theory? In order to answer this question, we need to look elsewhere. But before we do so. it's worth recalling that scenarios are stories—narrativ es of alternative futures. If stories are essential to Kauffman's new kind of science, and scenarios are stories, then scenario planning might be far more compatible with this new kind of science than with the science of LaPlace and the positiv ists. We seem to be getting closer to an understanding of scenario planning as not just art. but also part of science. But before we get there, we still need to know just what it is about story or narrative that makes it essential to this new kind of science. Despite the rash of recent interest in narrative and the growing fascination with story-telling in organizations,91 find it necessary to go all the way back to Hegel to find an account of narrative sufficiently profound to serve Kauffman's needs. Since Hegel's prose is obscure to the point of being unintelligible to those not steeped in the language of German philosophy, it will be helpful to borrow from one of his modern interpreters. Hayden White, a formulation of his insights more lucid than Hegel's own. White interprets Hegel as saving, "The reality that lends itself to narrative representation is the conflict between desire and the law."10 I think Hayden White and Hegel are on to something very important here, something that completes Stuart Kauffman's argument in ways that not even he may have anticipated. Put Hegel and Kauffman together (with Hayden White's help), and you get a science that not only covers the force of necessity; you get a science that also accommodates the power of desire—not only what must be. but also what we want to be; not only a degree of determinism, but also some room for freedom. We get the kind of science we need for shaping the future as well as we can without falling into the paradox of a scientifically predictable fate defeating the efficacy of good intentions. In short, there is reason for hope.
2NC Overview – Warming

Multiple scenarios for extinction prove highest probability impact
Podesta and Ogden 7 – *President of the Center for American Progress and ** Senior National Security Analyst at the Center for American Progress (John and Peter, The Security Implications of Climate Change, The Washington Quarterly 31.1, Winter 2007)

Consequently, even though the IPCC projects that temperature increases at higher latitudes will be approximately twice the global average, it will be the developing nations in the earth's low latitudinal bands, as well as sub-Saharan African countries, that will be most adversely affected by climate change. In the developing world, even a relatively small climatic shift can trigger or exacerbate food shortages, water scarcity, destructive weather events, the spread of disease, human migration, and natural resource competition. These crises are all the more dangerous because they are interwoven and self-perpetuating: water shortages can lead to food shortages, which can lead to conflict over remaining resources, which can drive human migration, which can create new food shortages in new regions. Once underway, this chain reaction becomes increasingly difficult to stop. It is therefore critical that policymakers do all they can to prevent the domino of the first major climate change consequence, whether it be food scarcity or the outbreak of disease, from toppling. The most threatening first dominos, where they are situated, and their cascading geopolitical implications are identified in this essay.

Even a 1% risk outweighs–the consequences are too big
Strom 7, (Robert, Prof. Emeritus Planetary Sciences @ U. Arizona and Former Dir. Space Imagery Center of NASA, “Hot House: Global Climate Change and the Human Condition”, Online: SpringerLink, p. 246)

Keep in mind that the current consequences of global warming discussed in previous chapters are the result of a global average temperature increase of only 0.5 'C above the 1951-1980 average, and these consequences are beginning to accelerate. Think about what is in store for us when the average global temperature is 1 °C higher than today. That is already in the pipeline, and there is nothing we can do to prevent it. We can only plan strategies for dealing with the expected consequences, and reduce our greenhouse gas emissions by about 60% as soon as possible to ensure that we don't experience even higher temperatures. There is also the danger of eventually triggering an abrupt climate change that would accelerate global warming to a catastrophic level in a short period of time. If that were to happen we would not stand a chance. Even if that possibility had only a 1% chance of occurring, the consequences are so dire that it would be insane not to act. Clearly we cannot afford to delay taking action by waiting for additional research to more clearly define what awaits us. The time for action is now.

Extinction
Brandenberg 99 (John & Monica Paxson, Visiting Prof. Researcher @ Florida Space Institute, Physicist Ph.D., Science Writer, Dead Mars Dying Earth, Pg 232-233)

The ozone hole expands, driven by a monstrous synergy with global warming that puts more catalytic ice crystals into the stratosphere, but this affects the far north and south and not the major nations’ heartlands. The seas rise, the tropics roast but the media networks no longer cover it. The Amazon rainforest becomes the Amazon desert. Oxygen levels fall, but profits rise for those who can provide it in bottles. An equatorial high-pressure zone forms, forcing drought in central Africa and Brazil, the Nile dries up and the monsoons fail.  Then inevitably, at some unlucky point in time, a major unexpected event occurs—a major volcanic eruption, a sudden and dramatic shift in ocean circulation or a large asteroid impact (those who think freakish accidents do not occur have paid little attention to life or Mars), or a nuclear war that starts between Pakistan and India and escalates to involve China and Russia . . . Suddenly the gradual climb in global temperatures goes on a mad excursion as the oceans warm and release large amounts of dissolved carbon dioxide from their lower depths into the atmosphere. Oxygen levels go down precipitously as oxygen replaces lost oceanic carbon dioxide. Asthma cases double and then double again. Now a third of the world fears breathing. As the oceans dump carbon dioxide, the greenhouse effect increases, which further warms the oceans, causing them to dump even more carbon. Because of the heat, plants die and burn in enormous fires, which release more carbon dioxide, and the oceans evaporate, adding more water vapor to the greenhouse. Soon, we are in what is termed a runaway greenhouse effect, as happened to Venus eons ago. The last two surviving scientists inevitably argue, one telling the other, “See! I told you the missing sink was in the ocean!” Earth, as we know it, dies. After this Venusian excursion in temperatures, the oxygen disappears into the soil, the oceans evaporate and are lost and the dead Earth loses its ozone layer completely. Earth is too far from the Sun for it to be the second Venus for long. Its atmosphere is slowly lost—as is its water—because of ultraviolet bombardment breaking up all the molecules apart from carbon dioxide. As the atmosphere becomes thin, the Earth becomes colder. For a short while temperatures are nearly normal, but the ultraviolet sears any life that tries to make a comeback. The carbon dioxide thins out to form a thin veneer with a few wispy clouds and dust devils. Earth becomes the second Mars—red, desolate, with perhaps a few hardy microbes surviving.

Warming Kills the Amazon

Pearce 7 

environmental consultant and BEMA environment journalist of the year [Fred, With Speed and Violence: Why Scientists Fear Tipping Points in Climate Change, pp. 63-66] 

The Amazon rainforest is the largest living reservoir of carbon dioxide on e land surface of Earth. Its trees contain some 77 billion tons of carbon, and its soils perhaps as much again. That is about twenty years' worth of an-made emissions from burning fossil fuels. The rainforest is also an en​gine of the world's climate system, recycling both heat and moisture. More than half of the raindrops that fall on the forest canopy never reach the round; instead they evaporate back into the air to produce more rain downwind. The forest needs the rain, but the rain also needs the forest. But as scientists come to understand the importance of the Amazon for maintaining climate, they are also discovering that it may itself be under threat from climate change. We are familiar enough with the damage done to the world's biggest and lushest jungle by farmers armed with chain saws and firebrands. But, hard as they try, they can destroy the rainforest only slowly. Despite many decades of effort, most of this jungle, the size of West​ern Europe, remains intact. Climate change, on the other hand, could overwhelm it in a few years. Until recently, many ecologists have thought of the Amazon rainforest much as their glaciologist colleagues conceived of the Greenland ice sheet: as big and extremely stable. The Greenland ice maintained the climate that kept the ice securely frozen, while the Amazon rainforest maintained the rains that watered the forest. Bur, just as with the Greenland ice sheet, the idea that the Amazon is stable has taken a knock: some researchers be​lieve that it is in reality a very dynamic place, and that the entire ecosys​tem may be close to a tipping point beyond which it will suffer runaway destruction in an orgy of fire and drought. Nobody is quite sure what would happen if the Amazon rainforest disappeared. It would certainly give an extra kick to climate change by releasing its stores of carbon diox​ide. It would most likely diminish rainfall in Brazil. It might also change weather systems right across the Northern Hemisphere. One man who is trying to find out how unstable the Amazon rainforest might be is Dan Nepstad, a forest ecologist nominally attached to the Woods Hole Research Center, in Massachusetts, but based for more than two decades in the Amazon. He doesn't just watch the forest: he conducts large experiments within it. In 200 I, Nepstad began creating a man-made drought in a small patch of jungle in the Tapajos National Forest, outside the river port of Santarem. Although in most years much of the Amazon has rain virtually every day, Tapajos is on the eastern fringe of the rainfor​est proper, where weather cycles can shut down the rains for months. The forest here is, to some extent, adapted to drought. But there are limits, and Nepstad has been trying to find out where they lie. He has covered the 2.5-acre plot with more than 5,000 transparent plastic panels, which let in the sunlight but divert the rain into wooden gutters that drain to canals and a moat. Meanwhile, high above the forest canopy, he has erected gantries linked by catwalks, so that he can study the trees in detail as the artificial drought progresses. The work was all done by hand to avoid damaging the dense forest, and the scientists soon found they were not alone. The canals became "congregating places for every kind of snake you can imagine," says Nepstad. Caimans and jaguars cruised by, just, it seemed, to find out what was going on. The results were worth the effort. The forest, it turns out, can handle two years of drought without great trouble. The trees extend their roots deeper to find water and slow their metabolism to conserve water. But af​ter that, the trees start dying. Beginning with the tallest, they come crash​ing down, releasing carbon to the air as' they rot, and exposing the forest floor to the drying sun. By the third year, the plot was storing only about 2 tons of carbon, whereas a neighboring control plot, on which rain con​tinued to fall, held close to 8 tons. The "lock was broken" on a corner of one of the planet's great carbon stores. The study shows that the Amazon is "headed in a terrible direction," wrote the ecologist Deborah Clark, of the University of Missouri, discussing the findings in Science. "Given that droughts in the Amazon are projected to increase in several climate mod​els, the implications for these rich ecosystems are grim." Everywhere in the jungle, drought is followed by fire. So, in early 2005, Nepstad started an even more audacious experiment. He set fire to another stretch of forest with kerosene torches. "We want to know if recurring fire may threaten the very existence of the forest." he says. The initial findings were not good: the fires crept low along the forest floor, and no huge flames burst through the canopy. The fire may even have been invisible to the satellites that keep a constant watch overhead. But many trees died nonetheless, as their bark scorched and the flow of sap from their roots was stanched. Nepstad's experiments are part of a huge international effort to monitor the health of the Amazon, called the Large-scale Biosphere-Atmosphere Experiment in Amazonia. From planes and satellites and gantries above the jungle, researchers from a dozen countries have been sniffing the forest's breath and assessing its survival strategies. The current estimate is that fires in the forest are releasing some 200 million tons of carbon a year—far more than is absorbed by the growing forest. The Ama​zon has become a significant source of carbon dioxide, adding to global warming. More worrying still, the experiment is discovering a drying trend across the Amazon that leaves it ever more vulnerable to fires. Nep​stad's work suggests that beyond a certain point, the forest will be unable to recover from the fires, and will begin a process of rapid drying that he calls the "savannization" of the Amazon. And even as he concluded his drought experiment, nature seemed to replicate it. The rains failed across the Amazon through 2005, killing trees, triggering fires, and reducing the ability of the forest to recycle mois​ture in future—thus increasing the risk of future drought. Nepstad's ex​periments suggest that the rainforest is close to the edge—to permanent drought, rampant burning, savannization, or worse. In the final weeks of 2005, the rains returned. The forest may recover this time. But if future climate change causes significant drying that lasts from one year to the next, feedbacks in the forest could realize Nepstad’s worst fears. The 2005 drought was caused by extremely warm temperatures in the tropical Atlantic-the same high temperatures that are believed to have caused the record-breaking hurricane season that year. The rising air that triggered the hurricanes eventually came back to earth, suppressing the formation of storm clouds over the Amazon. And, as I discovered at Britain's Hadley Centre for Climate Prediction, that is precisely what climate modelers are forecasting for future decades. The Hadley Centre's global climate model is generally regarded as one of the world's top three. And it predicts that business-as-usual increases in industrial carbon dioxide emissions worldwide in the coming decades will generate warmer sea temperatures, subjecting the Amazon to repeated droughts, and thus creating "threshold conditions" beyond which fires will take hold. The Amazon rainforest will be dead before the end of the cen​tury. Not partly dead, or sick, but dead and gone. "The region will be able to support only shrubs or grass at most," said a study published by the Hadley Centre in 2005. Not all models agree about that. But the Hadley model is the best at reproducing the current relationship between ocean temperatures and Amazon rainfall, so it has a good chance of being right about the future too. Nepstad himself predicts that a "megafire event" will spread across the region. As areas in the more vulnerable eastern rainforest die, they will cease to recycle moisture back into the atmosphere to provide rainfall downwind. A wave of aridity will travel west, creating the conditions for fire to rip through the heart of the jungle. With the trees gone, the thin soils will bake in the sun. Rainforest could literally turn to desert. The Hadley forecast includes a graph of the Amazon's forest's future carbon. It predicts that the store of a steady 77 bil​lion tons over the past half century will shrink to 44 billion tons by 2050 and 16.5 billion tons by the end of the century. That, it calculates, would be enough to increase the expected rate of warming worldwide by at least 50 percent. 
Warming causes structural violence

Cuomo ’11 

(Chris Professor of Philosophy and Women's Studies, and an affiliate faculty member of the Environmental Ethics Certificate Program and the Institute for African-American Studies. The author and editor of many articles and several books in feminist, postcolonial, and environmental philosophy, Cuomo served as Director of the Institute for Women's Studies from 2006-2009. Her book, The Philosopher Queen, a reflection on post-9/11 anti-war feminist politics, was nominated for a Lambda Award and an APA book award, and her work in ecofeminist philosophy and creative interdiciplinary practice has been influential among those seeking to bring together social justice and environmental concerns, as well as theory and practice. She has been a recipient of research grants from the Rockefeller Foundation, the National Science Foundation, the Ms. Foundation, the National Council for Research on Women, and the Institute for Sustainability and Technology Policy, and she has been a visiting faculty member at Cornell University, Amherst College, and Murdoch University in Perth, Australia, “Climate Change, Vulnerability, and Responsibility,” Hypatia 26 no4 Fall 2011 p. 690-714, AM) 

The aftermath of Hurricane Katrina made it plain that structural inequalities produced by racism can determine who is most affected by severe weather events, and in turn disasters can greatly intensify social and political inequalities. In addition, within nearly any society the poorest and most vulnerable includes disproportionate numbers of females, people of color, and children. Research shows that large-scale disasters are especially devastating for those who lack economic and decision-making power, and that “economic insecurity is a key factor increasing the impact of disasters on women as caregivers, producers, and community actors” (Enarson 2000, viii). But economic security is not the only factor influencing female vulnerabilities. Existing social roles and divisions of labor can also set the stage for increased susceptibility to harm. The tsunami that struck Asia in late 2004 resulted in a much greater loss of life among women and girls in many locations, because women “stayed behind to look for their children and other relatives; men more often than women can swim; men more often than women can climb trees,” and at the time the waves struck, many men and boys were working in small boats or doing errands away from home (Oxfam 2005; see also American Congress of Obstetricians and Gynecologists 2006). Extreme droughts, already occurring due to climate change, exacerbate gender inequalities in places where it is women’s and girls’ responsibility to gather daily water, for when water becomes more scarce, “many poor people, but particularly women and girls, will have to spend more time and energy fetching water from further away” (Stern 2009, 70). Physical hardship for women and girls is multiplied, but there are also auxiliary effects, such as decreased opportunities for girls to attend school and increased risk of assault (American Congress of Obstetricians and Gynecologists 2006; Stern 2009; UN News Centre 2009). And wealthier high emitters with running water are not immune to such ecological pressures. In southeast Australia previously prosperous farmers are suffering due to reduced water availability and accompanying distribution policies. Women married to men in farming families report that their burden is greatly increased, because drought reduces farm income, and when wages are needed women find more opportunities for off-farm work. Some must travel far or temporarily relocate for employment, although their caretaking responsibilities remain. Male partners respond to the compounding impacts of loss of financial security, livelihood, and identity with increased incidences of depression and domestic violence (Alston 2008). Not surprisingly, their vulnerabilities are also shaped by norms of sex and gender. 

Smart grid leads to solar/wind development
Douglass 12/4 (Elizabeth Douglass, Energy Reporter at InsideClimate News, and Maria Gallucci, Staff Reporter at InsideClimate News, 12/4/2012, "A Smart Grid Primer: Complex and Costly, but Vital to a Warming World", insideclimatenews.org/news/20121204/smart-grid-superstorm-sandy-climate-change-global-warming-electrical-grid-smart-meters-obama-doe-stimulus-dollars?page=show)

Most experts agree that smart grids will pave the way for more renewable power and distributed generation like small-scale rooftop solar arrays. Unlike fossil fuel plants, which provide a steady flow of electricity to the grid, solar and wind energy systems deliver power to the grid intermittently, when the sun shines or the wind blows. The swings in power production (when a cloud temporarily shades a solar system, for example) are hard to manage on today's grid. And without proper controls, a region with a lot of solar production can overwhelm the system on a sunny day. Because most of today's power grids don't have smart controls, regulators severely limit the amount of renewable power that can be connected to the grid. Current grids also automatically shut down renewables when the grid is under duress to protect workers from being injured by uncontrollable inflows of power. That engineering safeguard rendered thousands of solar panels useless in New Jersey—the nation's No. 2 solar state—after Sandy ravaged the region. Smart grid technologies, by contrast, tip off operators to any potential disturbances so they can keep the flow of electricity balanced by adjusting and rerouting power or by changing the location where power is being added to the grid.

Otherwise solar/wind can’t enter the market 
MIT Tech Review 9 [David Talbot, Tech Review Head, “Lifeline for Renewable Power,” Jan/Feb 2009, http://www.technologyreview.com/featured-story/411423/lifeline-for-renewable-power/]

Without a radically expanded and smarter electrical grid, wind and solar will remain niche power sources.¶ Push through a bulletproof revolving door in a nondescript building in a dreary patch of the former East Berlin and you enter the control center for Vattenfall Europe Transmission, the company that controls northeastern Germany's electrical grid. A monitor displaying a diagram of that grid takes up most of one wall. A series of smaller screens show the real-time output of regional wind turbines and the output that had been predicted the previous day. Germany is the world's largest user of wind energy, with enough turbines to produce 22,250 megawatts of electricity. That's roughly the equivalent of the output from 22 coal plants--enough to meet about 6 percent of Germany's needs. And because Vattenfall's service area produces 41 percent of German wind energy, the control room is a critical proving ground for the grid's ability to handle renewable power.¶ Like all electrical grids, the one that Vattenfall manages must continually match power production to demand from homes, offices, and factories. The challenge is to maintain a stable power supply while incorporating elec­tricity from a source as erratic as wind. If there's too little wind-generated power, the company's engineers might have to start up fossil-fueled power plants on short notice, an inefficient process. If there's too much, it could overload the system, causing blackouts or forcing plants to shut down.¶ Advertisement¶ The engineers have few options, however. The grid has a limited ability to shunt extra power to other regions, and it has no energy-storage capacity beyond a handful of small facilities that pump water into uphill reservoirs and then release it through turbines during periods of peak demand. So each morning, as offices and factories switch their power on, the engineers must use wind predictions to help decide how much electricity conventional plants should start producing.¶ But those predictions are far from perfect. As more and more wind turbines pop up in Germany, so do overloads and shortages caused by unexpected changes in wind level. In 2007, ­Vattenfall's engineers had to scrap their daily scheduling plans roughly every other day to reconfigure electricity supplies on the fly; in early 2008, such changes became necessary every day. Power plants had to cycle on and off inefficiently, and the company had to make emergency electricity purchases at high prices. Days of very high wind and low demand even forced the Vattenfall workers to quickly shut the wind farms down.¶ Video¶ Vattenfall's problems are a preview of the immense challenges ahead as power from renewable sources, mainly wind and solar, starts to play a bigger role around the world. To make use of this clean energy, we'll need more transmission lines that can transport power from one region to another and connect energy-­hungry cities with the remote areas where much of our renewable power is likely to be generated. We'll also need far smarter controls throughout the distribution system--technologies that can store extra electricity from wind farms in the batteries of plug-in hybrid cars, for example, or remotely turn power-hungry appliances on and off as the energy supply rises and falls.¶ If these grid upgrades don't happen, new renewable-power projects could be stalled, because they would place unacceptable stresses on existing electrical systems. According to a recent study funded by the European Commission, growing electricity production from wind (new facilities slated for the North and Baltic Seas could add another 25,000 megawatts to Germany's grid by 2030) could at times cause massive overloads. In the United States, the North American Electric Reliability Corporation, a nongovernmental organization set up to regulate the industry after a huge 1965 blackout, made a similar warning in November. "We are already operating the system closer to the edge than in the past," says the group's president, Rick Sergel. "We simply do not have the transmission capacity available to properly integrate new renewable resources." The challenge facing the United States is particularly striking. Whereas Germany already gets 14 percent of its electricity from renewable sources, the United States gets only about 1 percent of its electricity from wind, solar, and geothermal power combined. But more than half the states have set ambitious goals for increasing the use of renewables, and president-elect Barack Obama wants 10 percent of the nation's electricity to come from renewable sources by the end of his first term, rising to 25 percent by 2025. Yet unlike Germany, which has begun planning for new transmission lines and passing new laws meant to accelerate their construction, the United States has no national effort under way to modernize its system. "A failure to improve our grid will be a significant burden for the development of new renewable technologies," says Vinod Khosla, founder of Khosla Ventures, a venture capital firm in Menlo Park, CA, that has invested heavily in energy technologies.¶ Gridlock¶ When its construction began in the late 19th century, the U.S. electrical grid was meant to bring the cheapest power to the most ­people. Over the past century, regional monopolies and government agencies have built power plants--mostly fossil-fueled--as close to popu­lation centers as possible. They've also built transmission and distribution networks designed to serve each region's elec­tricity consumers. A patchwork system has developed, and what connections exist between local networks are meant mainly as backstops against power outages. Today, the United States' grid encompasses 164,000 miles of high-voltage transmission lines--those familiar rows of steel towers that carry electricity from power plants to substations--and more than 5,000 local distribution networks. But while its size and complexity have grown immensely, the grid's basic structure has changed little since Thomas ­Edison switched on a distribution system serving 59 customers in lower Manhattan in 1882. "If Edison would wake up today, and he looked at the grid, he would say, 'That is where I left it,'" says Guido ­Bartels, general manager of the IBM Global Energy and Utilities Industry group.¶ While this structure has served remarkably well to deliver cheap power to a broad population, it's not particularly well suited to fluctuating power sources like solar and wind. First of all, the transmission lines aren't in the right places. The gusty plains of the Midwest and the sun-baked deserts of the Southwest--areas that could theoretically provide the entire nation with wind and solar power--are at tail ends of the grid, isolated from the fat arteries that supply power to, say, Chicago or Los Angeles. Second, the grid lacks the storage capacity to handle variability--to turn a source like solar power, which generates no energy at night and little during cloudy days, into a consistent source of electricity. And finally, the grid is, for the most part, a "dumb" one-way system. Consider that when power goes out on your street, the utility probably won't know about it unless you or one of your neighbors picks up the phone. That's not the kind of system that could monitor and manage the fluctuating output of rooftop solar panels or distributed wind turbines.¶ The U.S. grid's regulatory structure is just as antiquated. While the Federal Energy Regulatory Commission (FERC) can approve utilities' requests for electricity rates and license transmission across state lines, individual states retain control over whether and where major transmission lines actually get built. In the 1990s, many states revised their regulations in an attempt to introduce competition into the energy marketplace. Utilities had to open up their transmission lines to other power producers. One effect of these regulatory moves was that companies had less incentive to invest in the grid than in new power plants, and no one had a clear responsibility for expanding the transmission infrastructure. At the same time, the more open market meant that producers began trying to sell power to regions farther away, placing new burdens on existing connections between networks. The result has been a national transmission shortage.¶ These problems may now be the biggest obstacle to wider use of renewable energy, which otherwise looks increasingly viable. Researchers at the National Renewable Energy Laboratory in Golden, CO, have concluded that there's no technical or economic reason why the United States couldn't get 20 percent of its elec­tricity from wind turbines by 2030. The researchers calculate, however, that reaching this goal would require a $60 billion investment in 12,650 miles of new transmission lines to plug wind farms into the grid and help balance their output with that of other electricity sources and with consumer demand. The inadequate grid infrastructure "is by far the number one issue with regard to expanding wind," says Steve Specker, president of the Electric Power Research Institute (EPRI) in Palo Alto, CA, the industry's research facility. "It's already starting to restrict some of the potential growth of wind in some parts of the West."¶ The Midwest Independent Transmission System Operator, which manages the grid in a region covering portions of 15 states from Pennsylvania to Montana, has received hundreds of applications for grid connections from would-be energy developers whose proposed wind projects would collectively generate 67,000 megawatts of power. That's more than 14 times as much wind power as the region produces now, and much more than it could consume on its own; it would represent about 6 percent of total U.S. electricity consumption. But the existing transmission system doesn't have the capacity to get that much electricity to the parts of the country that need it. In many of the states in the region, there's no particular urgency to move things along, since each has all the power it needs. So most of the applications for grid connections are simply waiting in line, some stymied by the lack of infrastructure and others by bureaucratic and regulatory delays.¶ Lisa Daniels, for example, waited three years for a grid connection for a planned development of 9 to 12 turbines on her land in Kenyon, MN, 60 miles south of Minneapolis. The installation would be capable of producing 18 megawatts of power. Its site--only a mile and a half from a substation--is "bulldozer ready," says Daniels, who is also executive director of a regional nonprofit that aims to encourage local wind projects. "The system should be plug-and-play, but it's not," she says.¶ Utilities, however, are reluctant to build new transmission capacity until they know that the power output of remote wind and solar farms will justify it. At the same time, renewable-energy investors are reluctant to build new wind or solar farms until they know they can get their power to market. Most often, they choose to wait for new transmission capacity before bothering to make proposals, says Suedeen Kelly, a FERC commissioner. "It is a chicken-and-egg type of thing," she says.
Prereq to solar/wind development – California proves

Hamilton 9/4 (Katherine Hamilton, Policy Director for the Electricity Storage Association, 9/4/2012, "Energy Storage Could Be Required for Future Renewable Energy Projects", www.sustainablebusiness.com/index.cfm/go/news.display/id/24036)
Energy storage technology might be moving from a nice-to-have addition to solar and wind installations to a component that's necessary for project approval, if developments in California are any indication. Solar developer BrightSource Energy and its utility partner Southern California Edison (SCE) may face rejection for two of five proposed power purchase agreements because they are too expensive and don't include a plan to store the power, reports GigaOM. The California Public Utilities Commission (CPUC) sites energy storage in its recommendation for a "no" vote for BrightSource's planned Rio Mesa project, but three other projects that have energy storage are likely to get the greenlight when they are voted on this month. "These projects incorporate molten salt storage capacity which will allow SCE to optimize generation from these facilities based on changing system requirements. This unique attribute decreases renewable integration risk and provides more value for ratepayers," says CPUC staff in its recommendations report. The intermittent nature of solar and wind is challenging, because it means these projects can't send electricity to the grid as consistently or reliably as fossil-fuel or nuclear sources. Energy storage technology levels the playing field by helping generators store power so that demand can be better balanced.

AT Can’t predict tipping points

Mitigation solves catastrophic scenarios/runaway warming
Nuccitelli 8/31/12

(Dana, environmental scientist at a private environmental consulting firm, Bachelor's Degree in astrophysics from the University of California at Berkeley, and a Master's Degree in physics from the University of California at Davis, “Realistically What Might the Future Climate Look Like?,” http://www.skepticalscience.com/realistically-what-might-future-climate-look-like.html, AM)

We're not yet committed to surpassing 2°C global warming, but as Watson noted, we are quickly running out of time to realistically give ourselves a chance to stay below that 'danger limit'. However, 2°C is not a do-or-die threshold. Every bit of CO2 emissions we can reduce means that much avoided future warming, which means that much avoided climate change impacts. As Lonnie Thompson noted, the more global warming we manage to mitigate, the less adaption and suffering we will be forced to cope with in the future. Realistically, based on the current political climate (which we will explore in another post next week), limiting global warming to 2°C is probably the best we can do. However, there is a big difference between 2°C and 3°C, between 3°C and 4°C, and anything greater than 4°C can probably accurately be described as catastrophic, since various tipping points are expected to be triggered at this level. Right now, we are on track for the catastrophic consequences (widespread coral mortality, mass extinctions, hundreds of millions of people adversely impacted by droughts, floods, heat waves, etc.). But we're not stuck on that track just yet, and we need to move ourselves as far off of it as possible by reducing our greenhouse gas emissions as soon and as much as possible.

Avoiding 450 PPM is key 
Hansen ‘9 (Climate Scientist at the Goddard Institute for Space Studies at NASA and professor in the department of Earth and Environmental Sciences at Columbia University, received the Carl-Gustaf Rossby Research Medal which is the highest award for atmospheric research of the American Meteorological Society, Time Magazine’s Top 100 Most influential People, Member of the National Academy of Sciences, PhD in Physics and Astronomy at the University of Iowa (John, “Storms of our grandchildren”, pages 158-160, AS) 

Now let us turn to the question of why atmospheric carbon dioxide changed during the past 65 million years. First, note that the carbon dioxide causing the large climate changes in the Cenozoic era necessarily came from the solid Earth reservoirs (rocks or fossil fuels; see figure 15 on page 118). The alternative- oscillation of carbon among its surface reservoirs—is important for glacial-interglacial climate change, as a climate feedback, but it alters atmospheric carbon dioxide by only about 100 ppm, not 1,000 ppm. The solid Earth is both a source of carbon dioxide for the surface reservoirs and a sink. The carbon dioxide source occurs at the edge of moving continental plates that “subduct” ocean crust. What does that mean? Continents are composed of relatively light material, typically granite. Ocean crust, that is, the solid Earth beneath the ocean water, is heavier rock, typically basalt. Both continents and ocean crust are lighter than material at greater depths, and they are slightly mobile because of convection deeper in the Earth. The energy that drives movement of the surface crust comes from the small amount of heat released by radioactive elements in Earth’s interior. As continents move, commonly at a rate of several centimeters per year or an inch or two, they can ride over ocean crust. Intense heat and pressure due to the overriding continent cause melting and metamorphism of the ocean crust, producing carbon dioxide and methane from calcium carbonate and organic sediments on the ocean floor. The gases come to the surface in volcanic eruptions and at seltzer springs and gas vents. This is the main source of carbon dioxide from the solid Earth to surface reservoirs. The main carbon sink—that is, the return flow of carbon to the solid Earth—occurs via the weathering of rocks. Chemical reactions combine carbon dioxide and minerals, with the ingredients being carried by streams and rivers to the ocean and precipitated to the ocean floor as carbonate sediments. A smaller, but still important, carbon sink is the sedimentation of organic material in the ocean, lakes and bogs. Some of this organic material eventually forms fossil fuels and methane hydrates. A key point is that the solid Earth source and the solid Earth sink of carbon are not in general equal at a given time. The imbalance causes the ‘atmospheric carbon dioxide amount to vary. The carbon dioxide source to the atmosphere is larger, for example, when continental drift is occurring over a region of carbon rich ocean crust. A qualitative explanation for the large Cenozoic climate change, and a picture of the solid Earth’s role in the Cenozoic carbon cycle, almost leaps out from figures 18 and 19. During the period between 60 and 50 million years ago, India was moving about 20 centimeters (8 inches) per year, which is unusually rapid for continental drift. India was heading north through an ocean region, now called the Indian Ocean, that had long been in area into which major rivers of the world had deposited carbon sediments. Undoubtedly, atmospheric carbon dioxide: Increased rapidly during that period as the carbon-rich sediments on that ocean floor were subducted beneath the Indian continental plate. Then, 50 million years ago, India crashed into Asia, with the Indian plate sliding under the Asian plate. The colliding continental plates began to push up the Himalayan mountains and Tibetan plateau, exposing a huge amount of fresh rock for weathering with India’s sojourn across the carbon-rich ocean completed, the carbon dioxide emissions declined and the planet began a long-term cooling trend. A quantitative analysis of the Cenozoic atmospheric carbon dioxide history is carried out in our “Target CO2” paper described above. We calculated the range of carbon dioxide histories that can match the observed temperature curve (figure 18), accounting for, uncertainties in the relation between the deep ocean and surface temperature. We estimated maximum carbon dioxide 50 million years ago as 1,400 ppm, with an uncertainty of about 500 ppm. The carbon dioxide amount 34 million years ago, when Antarctica became cold enough to harbor a large ice sheet it was found to be 450 ppm with an uncertainty of 100 ppm. This calculated carbon dioxide history falls within the broad range of estimates based on several indirect ways of measuring fast carbon dioxide levels, I described in the “Target C02” paper. A striking conclusion from this analysis is the value of carbon dioxide—only 450 ppm, with estimated uncertainty of 1oo ppm— at which the transition occurs from no large ice sheet to a glaciated Antarctica. This has a clear, strong implication for what constitutes a dangerous level of atmospheric carbon dioxide. If humanity burns most of the fossil fuels, doubling or tripling the preindustrial carbon dioxide level, Earth will surely head toward the ice-free condition with sea level 75 meters (250 feet) higher than today. It is difficult to say how long it will take for the melting to be complete, but once ice sheet disintegration gets well under way it will be impossible to stop. With carbon dioxide the dominant climate forcing, as it is today, it obviously would be exceedingly foolish and dangerous to allow carbon dioxide to approach 450 ppm. What does the Cenozoic history tell us with regard to Administrator Griffin’s assertion that natural climate changes exceed human made change? Surely, nature changes carbon dioxide, and climate, by huge amounts. But we must look at time scales. The source of carbon dioxide emissions from the solid Earth to the surface reservoirs, when divided among the surface reservoirs, is a few ten thousandths of ppm per year. The natural sink, weathering, has a similar magnitude. The natural source and sink can be out of balance, as when India was cruising through the Indian Ocean, by typically one ten thousandth of 1 ppm per year. In a million years such an imbalance changes at mesospheric carbon dioxide by 100 ppm, a huge change. But humans, by burning fossil fuels, are now increasing atmospheric carbon dioxide by 2 ppm per year. In other words, the human climate forcing is four orders of magnitude—ten thousand times— more powerful than the natural forcing. Humans are now in control of future climate, although I use the phrase “in control” loosely here. Okay, I know, this is getting long, but for the sake of your children and grandchildren, let’s look a little more closely at another story in figure 18, one that is vitally important. I refer to the PETM, the Paleocene-Eocene thermal maximum, the rapid warming of at least 5 degrees Celsius that occurred about 55 million years ago and caused a minor rash of extinctions, mainly of marine species. The PETM looks like an explosion in figure 18, and by paleoclimate standards it was explosively rapid. Carbon isotopes in the sediments deposited during the PETM show that there was a huge injection of light carbon into the atmosphere—about 3,000 gigatons of carbon, almost as much as the carbon in all of today’s oil, gas, and coal. It was injected in two bursts, each no more than a thousand years in duration. The most likely source for such a rapid injection is methane hydrates. There is more than enough methane ice on continental shelves today to provide this amount of light carbon. The methane hydrate explanation is now broadly accepted, but it leaves open a vital question: What instigated the release of this methane? Was it an “external” trigger or a climate feedback? The answer holds enormous consequences for the future of humanity. If the trigger for the methane hydrates release was external, such as the intrusion of hot magma from below or an asteroid crashing into the Arctic Ocean, then humans have no influence on whether the process will happen again. And the chances are remote that another such external event would happen in a time frame that most humans would care about. There have been several PETM-like rapid warming events in the past 200 million years. At that frequency, the chance of one beginning in the next hundred years is less than 0.00001 percent. On the other hand, if the PETM and PETM-like methane hydrate releases were feedbacks, that is, if a warming climate caused the melting of frozen methane, then it is a whole different ball game. In that case, it is practically a dead certainty that business-as-usual exploitation of all fossil fuels would cause today’s frozen methane to melt—it is only a question of how soon. Unfortunately, paleoclimate data now unambiguously point to the methane releases being a feedback. If the PETM were an isolated case, that interpretation would be less certain. But it has been found that several PETM-like events in the Jurassic and Paleocene eras were, as with the PETM, “astronomically paced.” Huh? That means the spikes in global warming and light-carbon sediments occurred simultaneously with the warm phase of climate oscillations caused by perturbations of Earth’s orbit. In other words, the methane releases occurred at times of natural warming events. So, why do methane hydrates produce a huge amplifying feedback in a small number of cases, while most “astronomical” warming show little or no evidence of methane hydrate amplification? That mercurial behavior, in fact, is exactly what is expected for methane hydrates. The largest volurne of methane hydrates is on continental shelves, in the top several hundred meters of ocean sediments, although a smaller volume exists in continental tundra. The main methane hydrates form in coastal zones with high biologic productivity. A sufficient rain of organic material onto the ocean floor yields a low-oxygen environment in the sediments, which causes the bacterial degradation of organic matter to produce methane. If the temperature is right, the methane is frozen into hydrates. If a warming occurs that is large enough to melt methane hydrate, each liter of melted hydrate expands into 160 liters of methane gas. Why ocean circulation changed is uncertain, but it is likely related to the global warming of 2 to 3 degrees Celsius that occurred just prior to the PETM event (figure 18). One final mundane, but sobering, inference from the PETM: The recovery time from excess carbon in the air and ocean, and from the PETM global warming spike, was about 100,000 years. That is the recovery time predicted by carbon cycle models. The added carbon dioxide in the air increases the rate of weathering and carbon uptake, which is a negative diminishing feedback. Confirmation of the recovery time is a useful verification of the models. It is also a reminder that if humans are so foolish as to burn all fossil fuels, the planet will not recover on any time scale that humans can imagine. Such was the state of PETM research, or at least my perspective on it, in mid-2007, right around the time that Bill McKibben was asking me about 450 ppm—though the most startling revelation from the PETM was yet to come. I formally promised Bill that I would give him a number at the December 2007 American Geo physical Union meeting, when I would present a talk on the rationale for the suggested carbon dioxide target. In that talk, I emphasized carbon dioxide itself, not the carbon dioxide equivalent of all human-made gases. The perturbed carbon cycle will not recover for tens of thousands of years, and it is carbon dioxide that determines the magnitude of the perturbation. Other forcings are important and need to be minimized, and some may be easier than carbon dioxide to deal with, but policy makers must understand that they cannot avoid constraints on carbon dioxide via offsets from other constituents. In addition to paleoclimate data, my talk covered ongoing observations of five phenomena, all of which imply that an appropriate initial target should be no higher than 350 ppm. In brief, here are the five observations. (1) The area of Arctic sea ice has been declining faster than models predicted. The end-of-summer sea ice area was 40 percent less in 2007 than in the late 1970s when accurate satellite measurements began. Continued growth of atmospheric carbon dioxide surely will result in an ice-free end-of-summer Arctic within several decades, with detrimental effects on wildlife and indigenous people. It is difficult to imagine how the Greenland ice sheet could survive if Arctic sea ice is lost entirely in the warm season. Retention of warm-season sea ice likely requires restoration of the planet’s energy balance. At present our best estimate is that there is about 0.5 watt per square meter more energy coming into the planet than is being emitted to space as heat radiation. A reduction of carbon dioxide amount from the current 387 ppm to 350 ppm, all other things being unchanged, would increase outgoing radiation by 0.5 watt, restoring planetary energy balance. (2) Mountain glaciers are disappearing all over the world. If business-as-usual greenhouse gas emissions continue, most of the glaciers will be gone within fifty years. Rivers originating in glacier regions provide fresh water for billions of people. If the glaciers disappear, there will be heavy snowmelt and pools in the spring, but many dry rivers in the late summer and fall. The melting of glaciers is proceeding rapidly at current atmospheric composition. Probably the best we can hope is that restoration of the planet’s energy balance may halt glacier recession. (3) The Greenland and West Antarctic ice sheets are each losing mass at more than 100 cubic kilometers per year, and sea level is rising at more than 3 centimeters per decade. Clearly the ice sheets are unstable with the present climate forcing. Ice shelves around Antarctica are melting rapidly. It is difficult to say how far carbon dioxide must be reduced to stabilize the ice sheets, but clearly 387 ppm is too much. (4) Data show that subtropical regions have expanded poleward by 4 degrees of latitude on average. Such expansion is an expected effect of global warming, but the change has been faster than predicted. Dry regions have expanded in the southern United States, the Mediterranean, and Australia. Fire frequency and area in the western United States have increased by 300 percent over the past several decades. Lake Powell and Lake Mead are now only half full. Climate change is a major cause of these regional shifts, although forest management practices and increased usage of freshwater aggravate the resulting problems. (5) Coral reefs, where a quarter of all main biological species are located, are suffering from multiple stresses, with two of the most important stresses, ocean acidification and warming surface water, caused by increasing carbon dioxide. As carbon dioxide in the air increases, the ocean dissolves some of the carbon dioxide, becoming more acidic. This makes it more difficult for animals with carbonate shells or skeletons to survive—indeed, sufficiently acidic water dissolve carbonates. Ongoing studies suggest that coral reefs would have a better chance of surviving modern stresses if carbon dioxide were reduced to less than 350 ppm. I am often asked: If we want to maintain Holocene-like climate, why should the target carbon dioxide not be close to the preindustrial trial amount, say 300 ppm or 280 ppm? The reason, in part, is that there are other climate forgings besides carbon dioxide, and we do not expect those to return to preindustrial levels. There is no plan to remove all roadways, buildings, and other human-made effects on the planet’s surface. Nor will we prevent all activities that produce aerosols. Until we know all forcings and understand their net effect, it is premature to be more specific than “less than 350 ppm,” and it is unnecessary for policy purposes. It will take time to turn carbon dioxide around and for it to begin to approach 350 ppm. By then, if we have been making appropriate measurements, our knowledge should be much improved and we will have extensive empirical evidence on real-world changes. Also our best current estimate for the planet’s mean energy imbalance over the past decade, thus averaged over the solar cycle, is about +0.5 watt per square meter. Reducing carbon dioxide to 350 ppm would increase emission to space 0.5 watt per square meter, restoring the planet’s energy balance, to first approximation.
Runaway warming is possible – deep-sea methane release can engulf the planet in heat

Strom 7 Professor Emeritus of planetary sciences in the Department of Planetary Sciences at the University of Arizona [Robert, studied climate change for 15 years, the former Director of the Space Imagery Center, a NASA Regional Planetary Image Facility, Hot House: Global Climate Change and the Human Condition, pp. 99-101]

Methane (CH4) is produced naturally by wetlands, gas hydrates, permafrost, oceans, non-wetland soils, termites, decaying organisms and, surprisingly, vegetation. It was recently discovered (Keppler et al., 2006) that plants give off methane as well as oxygen, and global vegetation may be emitting between 10 and 240 million metric tons each year. Humans produce methane from natural gas mining, biomass burning, landfill, and rice and livestock farming and are responsible for the rapid atmospheric increase of this gas (Ruddiman and Thomson, 2001). It is taken up by microbes, modified by hydroxyl (OH) radicals, and oxidized to CO2. Today 30% of the methane comes from natural sources and 70% from human activities. Its greenhouse warming effect is about 62 times that of CO2 over a 20-year time period and 23 times that of CO2 over a 100-year period, and has increased 150% over the past 200 years. Methane increased from 1,625 ppb during 1984 to 1,751 ppb during 1999. Since then it has remained nearly constant, which may be the result of about 10 million metric tons of decreased CH4 emissions above 50'N latitude in the early 1990s due to a 30% decrease in fossil fuel burning in the former Soviet Union. This may have pushed the global methane abundance toward the present level concentration (Dlugokencky et al., 2003). However, the present level may only be a temporary pause in the increase. Future releases from peatlands and permafrost may eventually reverse this trend. It was originally believed that methane was responsible for about one- sixth of present-day global warming (IPCC, 2001). However, that figure was based on the current amount of methane in the atmosphere. Because it is converted to CO2 and other compounds, the contribution to global warming by methane is better estimated by the amount of methane emissions, not the current methane content. When this is taken into account, the contribution of methane to global warming is more like one- third (Shindell et al., 2005). Enormous quantities of methane are locked up as hydrates in permafrost and seafloor deposits (Figure 7.1). Below water depths of about 300 meters the pressure and temperature conditions cause methane to form ice-like crystals called methane hydrates. Methane hydrates are white ice-like compounds made up of molecules of methane gas trapped inside cages of frozen water (Kvenvolden, 1999; Suess et al., 1999). One cubic centimeter of ice can have as much as 164 cm3 of methane—and this ice burns if ignited. It is estimated that about 10 trillion tons of methane are locked up in permafrost and seafloor sediments where it is stable under present temperature and pressure conditions. This enormous amount of methane is twice the amount of organic carbon in fossil fuel reservoirs but the estimate assumes that methane hydrate is always present where the pressure and temperature conditions are suitable. However, this is not always the case so this huge amount may be an overestimate. In the geologic past, catastrophic releases of methane have probably caused at least one large temperature surge during the Tertiary Period (see Chapter 5). It has also been suggested that catastrophic releases of methane from seafloor hydrates caused some of the abrupt climate changes during the last ice age (Kennett et al., 2003). Observations of the transit of methane hydrate through seawater show that even small pieces of hydrate (a few centimeters) can survive transit through 800 meters of water to transfer methane directly to the atmosphere (Brewer et al., 2002). It is conceivable that, in the future, global warming could trigger the release of large quantities of methane to abruptly propel us into a Hot House (Leifer et al., 2006). As we will see, global warming is already responsible for the start of methane release from melting permafrost.
AT No spillover 

China gets onboard but we need to develop the grid
Elizabeth Balkan, advises private and public stakeholders on energy and climate policy, and cleantech investment strategies in China. She has over ten years of China experience, 09 [“China's Smart Grid Ambitions Could Open Door to US-China Cooperation,” June 5, New Energy and Environment Digest, http://needigest.com/2009/06/05/chinas-smart-grid-ambitions-could-open-door-to-us-china-cooperation/]

China’s largest electric transmission company has announced an ambitious plan to develop a national smart grid by 2020 that would help utilities and their customers transport and use energy more efficiently.¶ The sheer size of the project raises some intriguing questions. First, about whether China has the capital and technology for such an extensive upgrade. And second, whether the project could provide an opening for U.S.-China cooperation on technological improvements that could benefit both.¶ There’s little question that the grid upgrade is becoming a necessity for State Grid Corporation of China, which is responsible for delivering power to 80 percent of the population.¶ Repeated blackouts in China’s coastal metropolises caused by power shortages in recent years, plus pressure to expand electrification to the rural inland and the growth of wind farms, have prompted considerable government investment in supply-side electricity improvements.¶ Underscoring the current pressure on the Chinese government to address the issue of power equity, Ryan Hodum, a senior associate for clean energy consulting firm David Gardiner & Associates told NEEDigest that while it¶ “will be critical to develop a ‘clean energy backbone’ across China to deliver electrons derived from clean and efficienct sources,” the Chinese government also “need[s] to focus on rural electrification so that the country not only develops a Smart Grid but…also raises the level of access to energy.”¶ Private firms and provincial governments across northern and eastern China are already commissioning several 10-gigawatt wind and solar generation bases that will depend on an advanced grid to help China reach its target of 15% energy from renewables by 2020, not to mention the 35% goal SGCC expects to meet.¶ SGCC general manager Liu Zhenya said the smart grid project would get started this year with the development of technical standards.¶ Part of the physical foundation is already in the works, such the “West-East Electricity Transfer Project,” an initiative to build three East-West corridors totaling 20 GW in transmission capability. Since January, the State Grid has also been operating a 400 mile long, 1,000 kilovolt ultra-high voltage AC demonstration project, which allows heavy electricity flow with lower transmission loss. It plans break ground on three more UHV AC lines this year, and build roughly 11,000 miles of UHV AC lines by 2012.¶ More financial and technical details of the smart grid plan are expected to emerge over the next few weeks.¶ Meanwhile, questions remain about the source of the needed technology.¶ China’s Localization Push Poses a Challenge for Technology¶ Though the pilot UHV line was developed entirely in China, building out a smart grid in China will depend on importing key technologies, a fact that was not lost on the over 40 utility data management-related exhibitors that turned out to the third annual MeteringChina Conference, held in Beijing just days after the SGCC announcement.¶ Nevertheless, China may be as intent to develop domestic smart growth technologies as it has been in promoting a homegrown wind industry by mandating at least 70% domestically produced components in the construction of wind power plants. China Strategies president Louis Schwartz is confident that as with “just about every industry, [China’s] ultimate goal is localization.”¶ But localization will not come cheap.¶ Lu Qiang, an academic at the Chinese Academy of Sciences and professor at Tsinghua University, estimates that China will need to spend at least $147 billion yuan to build an international-level quality smart grid. Bloomberg reports suggested capital costs of $10 billion annually from 2011 to 2020, with a total project cost of $590 billion.¶ Partners in Smart Grid Exploration: China and the U.S.¶ For these and other reasons, it makes sense that the U.S. and China – which are simultaneously venturing into smart grid planning – should be considering smart grid cooperation.¶ China and the US face many similar challenges in their power delivery infrastructure.¶ Like the U.S., China must transmit power across great distances. Moreover, compared with some countries’ systems, which boast only 2-3% annual loss of generated power, China averages roughly 7% loss per year and U.S. losses have reached 9% in recent years.¶ The U.S. and China’s shared need to address geographically similar demand and excessive power loss explain why smart grid deployment has emerged as a key area for bilateral collaboration.¶ Four days after SGCC announced their smart grid plans, U.S. House Speaker Nancy Pelosi (D-Calif.) and Senate Foreign Relations Committee Chairman John Kerry (D-Mass.) held a Clean Energy Forum in Beijing. The group reached an agreement on joint clean energy action that included smart grid as one of the key areas for collaboration.¶ Specific to smart grid planning, the agreement called for knowledge and technology exchange between the two countries, and a sharing of demand side management tools.¶ On the topic of eliminating barriers, the framework called for a relaxation of import barriers in both countries on clean energy goods and services; lifting U.S. export controls on clean energy technologies, software and services stifling more robust joint research and development; and instituting a joint intellectual property protection program, backed by the full faith and credit of each government.¶ While the State Grid announcement and subsequent efforts to promote U.S.-China smart grid coordination are a promising first step towards building a smart grid in China, only time will tell whether China, and the U.S., will be able to sort out the extremely complicated nuts and bolts involved in such an initiative.
2NR

Catastrophic warming reps are good—it’s the only way to motivate response—their empirics are attributable to climate denialism
Romm ‘12 
(Joe Romm is a Fellow at American Progress and is the editor of Climate Progress, which New York Times columnist Tom Friedman called "the indispensable blog" and Time magazine named one of the 25 “Best Blogs of 2010.″ In 2009, Rolling Stone put Romm #88 on its list of 100 “people who are reinventing America.” Time named him a “Hero of the Environment″ and “The Web’s most influential climate-change blogger.” Romm was acting assistant secretary of energy for energy efficiency and renewable energy in 1997, where he oversaw $1 billion in R&D, demonstration, and deployment of low-carbon technology. He is a Senior Fellow at American Progress and holds a Ph.D. in physics from MIT., 2/26/2012, “Apocalypse Not: The Oscars, The Media And The Myth of ‘Constant Repetition of Doomsday Messages’ on Climate”, http://thinkprogress.org/romm/2012/02/26/432546/apocalypse-not-oscars-media-myth-of-repetition-of-doomsday-messages-on-climate/#more-432546)

The two greatest myths about global warming communications are 1) constant repetition of doomsday messages has been a major, ongoing strategy and 2) that strategy doesn’t work and indeed is actually counterproductive!  These myths are so deeply ingrained in the environmental and progressive political community that when we finally had a serious shot at a climate bill, the powers that be decided not to focus on the threat posed by climate change in any serious fashion in their $200 million communications effort (see my 6/10 post “Can you solve global warming without talking about global warming?“). These myths are so deeply ingrained in the mainstream media that such messaging, when it is tried, is routinely attacked and denounced — and the flimsiest studies are interpreted exactly backwards to drive the erroneous message home (see “Dire straits: Media blows the story of UC Berkeley study on climate messaging“)  The only time anything approximating this kind of messaging — not “doomsday” but what I’d call blunt, science-based messaging that also makes clear the problem is solvable — was in 2006 and 2007 with the release of An Inconvenient Truth (and the 4 assessment reports of the Intergovernmental Panel on Climate Change and media coverage like the April 2006 cover of Time). The data suggest that strategy measurably moved the public to become more concerned about the threat posed by global warming (see recent study here).  You’d think it would be pretty obvious that the public is not going to be concerned about an issue unless one explains why they should be concerned about an issue. And the social science literature, including the vast literature on advertising and marketing, could not be clearer that only repeated messages have any chance of sinking in and moving the needle.  Because I doubt any serious movement of public opinion or mobilization of political action could possibly occur until these myths are shattered, I’ll do a multipart series on this subject, featuring public opinion analysis, quotes by leading experts, and the latest social science research.  Since this is Oscar night, though, it seems appropriate to start by looking at what messages the public are exposed to in popular culture and the media. It ain’t doomsday. Quite the reverse, climate change has been mostly an invisible issue for several years and the message of conspicuous consumption and business-as-usual reigns supreme.  The motivation for this post actually came up because I received an e-mail from a journalist commenting that the “constant repetition of doomsday messages” doesn’t work as a messaging strategy. I had to demur, for the reasons noted above.  But it did get me thinking about what messages the public are exposed to, especially as I’ve been rushing to see the movies nominated for Best Picture this year. I am a huge movie buff, but as parents of 5-year-olds know, it isn’t easy to stay up with the latest movies.  That said, good luck finding a popular movie in recent years that even touches on climate change, let alone one a popular one that would pass for doomsday messaging.  Best Picture nominee The Tree of Life has been billed as an environmental movie —  and even shown at environmental film festivals — but while it is certainly depressing, climate-related it ain’t. In fact, if that is truly someone’s idea of environmental movie, count me out.  The closest to a genuine popular climate movie was the dreadfully unscientific The Day After Tomorrow, which is from 2004 (and arguably set back the messaging effort by putting the absurd “global cooling” notion in people’s heads! Even Avatar, the most successful movie of all time and “the most epic piece of environmental advocacy ever captured on celluloid,” as one producer put it, omits the climate doomsday message. One of my favorite eco-movies, “Wall-E, is an eco-dystopian gem and an anti-consumption movie,” but it isn’t a climate movie.  I will be interested to see The Hunger Games, but I’ve read all 3 of the bestselling post-apocalyptic young adult novels — hey, that’s my job! — and they don’t qualify as climate change doomsday messaging (more on that later).  So, no, the movies certainly don’t expose the public to constant doomsday messages on climate.  Here are the key points about what repeated messages the American public is exposed to:      The broad American public is exposed to virtually no doomsday messages, let alone constant ones, on climate change in popular culture (TV and the movies and even online). There is not one single TV show on any network devoted to this subject, which is, arguably, more consequential than any other preventable issue we face.     The same goes for the news media, whose coverage of climate change has collapsed (see “Network News Coverage of Climate Change Collapsed in 2011“). When the media do cover climate change in recent years, the overwhelming majority of coverage is devoid of any doomsday messages — and many outlets still feature hard-core deniers. Just imagine what the public’s view of climate would be if it got the same coverage as, say, unemployment, the housing crisis or even the deficit? When was the last time you saw an “employment denier” quoted on TV or in a newspaper?     The public is exposed to constant messages promoting business as usual and indeed idolizing conspicuous consumption. See, for instance, “Breaking: The earth is breaking … but how about that Royal Wedding?     Our political elite and intelligentsia, including MSM pundits and the supposedly “liberal media” like, say, MSNBC, hardly even talk about climate change and when they do, it isn’t doomsday. Indeed, there isn’t even a single national columnist for a major media outlet who writes primarily on climate. Most “liberal” columnists rarely mention it.     At least a quarter of the public chooses media that devote a vast amount of time to the notion that global warming is a hoax and that environmentalists are extremists and that clean energy is a joke. In the MSM, conservative pundits routinely trash climate science and mock clean energy. Just listen to, say, Joe Scarborough on MSNBC’s Morning Joe mock clean energy sometime.     The major energy companies bombard the airwaves with millions and millions of dollars of repetitious pro-fossil-fuel ads. The environmentalists spend far, far less money. As noted above, the one time they did run a major campaign to push a climate bill, they and their political allies including the president explicitly did NOT talk much about climate change, particularly doomsday messaging     Environmentalists when they do appear in popular culture, especially TV, are routinely mocked.     There is very little mass communication of doomsday messages online. Check out the most popular websites. General silence on the subject, and again, what coverage there is ain’t doomsday messaging. Go to the front page of the (moderately trafficked) environmental websites. Where is the doomsday?  If you want to find anything approximating even modest, blunt, science-based messaging built around the scientific literature, interviews with actual climate scientists and a clear statement that we can solve this problem — well, you’ve all found it, of course, but the only people who see it are those who go looking for it.  Of course, this blog is not even aimed at the general public. Probably 99% of Americans haven’t even seen one of my headlines and 99.7% haven’t read one of my climate science posts. And Climate Progress is probably the most widely read, quoted, and reposted climate science blog in the world.  Anyone dropping into America from another country or another planet who started following popular culture and the news the way the overwhelming majority of Americans do would get the distinct impression that nobody who matters is terribly worried about climate change. And, of course, they’d be right — see “The failed presidency of Barack Obama, Part 2.”  It is total BS that somehow the American public has been scared and overwhelmed by repeated doomsday messaging into some sort of climate fatigue. If the public’s concern has dropped — and public opinion analysis suggests it has dropped several percent (though is bouncing back a tad) — that is primarily due to the conservative media’s disinformation campaign impact on Tea Party conservatives and to the treatment of this as a nonissue by most of the rest of the media, intelligentsia and popular culture.
